
SFB
Coherent Control of Quantum Systems

UNIVERSITY OF INNSBRUCK

IQOQI
AUSTRIAN ACADEMY OF SCIENCES

Ultracold Atoms and the 
Functional Renormalization 

Group

Schladming Winter School 2011, 
February 26 - March 05, 

Karl-Franzens-Universitaet Graz, Austria

Sebastian Diehl
Institute for Theoretical Physics, Innsbruck University,

 and IQOQI Innsbruck

1



Introduction: Many-Body Physics with Cold Atoms

• New models of own interest
- Bose-Hubbard model
- Strongly interacting continuum systems: BCS-BEC Crossover; Efimov effect
- systems with long range interactions (polar molecules, Rydberg atoms), eg. 1/r^3

• Quantum Simulation: clean/ controllable realization of model Hamiltonians which are 
- less clear to what extent realized in condensed matter 
- extremely hard to analyze theoretically 

• Nonequilibrium Physics of closed systems: time dependence 
- Condensed matter: fast equilibration, thermodynamic equilibrium stationary state physics. 
- Cold atoms: study dynamical evolution, e.g, quench dynamics, thermalization dynamics

• Nonequilibrium Physics of open systems: Driven-dissipative many-body equilibria
- go beyond coherent manipulation of many-body systems: add drive and controlled dissipation
- merge techniques from quantum optics and many-body physics

Q: What can cold atoms add to many body physics?

e.g. 2d  Fermi-
Hubbard model
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Lecture Outline

• Continuum systems: 
• Scales and interactions, Effective theories for atomic gases
• The cornerstones of quantum condensation phenomena:
• Weakly interacting Bosons, Bose-Einstein condensation 
• Weakly interacting Fermions, BCS instability

• Synthesis: Strong interactions, the BCS-BEC crossover in 
Functional RG framework
• Basic picture: The crossover phase diagram
• Closer look at various scales: from scattering amplitudes to 

critical behavior
• Lattice systems:

• The Bose-Hubbard model in optical lattices
• Phase Diagram: Mott insulator - superfluid transition
• FRG approach to strongly correlated lattice systems
• BCS-BEC analog for bosons on the lattice: Ising type quantum 

phase transition

vortices MIT, 2005 

Bose-Einstein Condensation

Fermion Superfluidity

Mott insulator - superfluid 
transition

• Here we concentrate on one of these key aspects: The transition to 
macrophysics starting from well-controlled, clean microphysics
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Scales and Interactions in 
Ultracold Quantum Gases

Eq

q

λdB = (2π�2/mkBT )1/2 d = n−1/3

2a

5



Hamiltonian for weakly interacting ultracold bosonic atoms 

• With ingredients:

- Trapping potential: the local density experiences a local potential energy 

- Local two-body interactions: 

• Our workhorse Hamiltonian is  

aq =
�

x
eiqxax; [ax, a†y] = δ(x− y)after Fourier transform

Htrap =
�

x
V (x)n̂x, V (x) = 1

2mω
2x2

Hint =
�

x,y
gδ(x− y)n̂xn̂y = g

�

x
n̂

2
x

V (x)

d

contact interaction

- Kinetic energy: motion of nonrelativistic particles 

Hkin =

�

x
a
†
x

�
− �

2m

�
ax =

�

q
a
†
q

� q2

2m

�
aq

(bosons)

H = Hkin +Htrap +Hint

n̂x = â†xâx density operator
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Microscopic Origin of the Interaction Term

• General properties of LJ type potentials at low energies:
- isotropic s-wave scattering dominates; the scattered wave function behaves asymptotically as 
- a is the scattering length. Knowledge of this single parameter is sufficient to describe low 

energy scattering!
- within Born approximation, it can be calculated as 

➡very different interaction potentials may have the same scattering length!

Example: Na atom (Alkali atoms)

• Microscopic scattering physics: Lennard-Jones (LJ) potential
- 1/r12 hard core repulsion: repulsion of electron clouds rrep = O(aB)

- 1/r6 attraction: van der Waals (induced dipole-dipole interaction)
rvdW = (50...200)aB for alkalis: typ. order of magnitude for interaction length scale

The Sodium atom has one valence electron outside a closed shell.

The ground state has the configuration 1s2 2s2 2p6 3s.

We order the interactions according to the importance:

Electron - nucleus and electron - electron interaction

Wave function of the atom as a many electron system:

Ψ = Φcore
un!(r)

r
Y!m(θ, φ)

with core wave function (filled shell) and u(r) the radial wave function of the valence elec-
tron.

The antisymetrization of the wave function can be ignored (core wave function and valence
electron wave function do not overlap).The description of the valence electron becomes a
single electron problem.

ψ(x) ∼ a/x

aBorn ∼
�

x
U(x)

interatomic potential

true interatomic 
potential U(x)

x

model potential with 
same scattering length
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• Efficient description by an effective Hamiltonian with few parameters.

• For ultracold bosonic alkali gases, a single parameter, the scattering length a, is 
sufficient to characterize low energy scattering physics of indistinguishable particles : 
Effective interaction

• A typical order of magnitude for the scattering length is 

• For bosons, we must restrict to repulsive interactions a > 0 (else: bosons seek solid 
ground state, collapse in real space)

•  The validity of the model Hamiltonian is restricted to length scales 

• So far: microscopic description; now: many body scales!
➡Finite temperature T; finite density n

The Model Hamiltonian as an Effective Theory

l� rvdW

a = O(rvdW ), rvdW (50...200)aB

g =
8π�2
m

a

H =

�

x

�
a
†
x

�
− �

2m
+ V (x)

�
ax + gn̂

2
x

�
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BEC: Statistical Mechanics of Noninteracting Bosons 

• An ensemble of noninteracting bosons in free space is described in the grand canonical 
ensemble:

Hkin → Hkin − µN̂ =

�

x
a
†
x

�
− �

2m
− µ

�
ax =

�

q
a
†
q

� q2

2m
− µ

�
aq

H → H − µN̂

free particles:

in general:
total particle number

• Statistical properties described by the Free Energy: 

temperature
chemical potential

U = kBT logZ, Z = tr exp− 1
kBT (H − µN̂)

• The chemical potential adjusts the average particle number via the equation of state: 

Bose-Einstein 
distribution 

N = −∂U

∂µ
= �

�

q
a†qaq� =

�

q
�a†qaq� = V

�
ddq

(2π)d
1

e
1

kBT ( q2

2m−µ) − 1

µ ≤ 0
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Bose-Einstein Condensation (3D)

n =
N

V
=

�
ddq

(2π)d

1

e
1

kBT ( q2
2m−µ) − 1

 Polygamma 
function

gα(z) =
∞�

n=1

zn

nα

Example: Na atom (Alkali atoms)

• Microscopic scattering physics: Lennard-Jones (LJ) potential
- 1/r12 hard core repulsion: repulsion of electron clouds rrep = O(aB)

- 1/r6 attraction: van der Waals (induced dipole-dipole interaction)
rvdW = (50...200)aB for alkalis: typ. order of magnitude for interaction length scale

• Simplifications:
- T = 0, no interactions: whole density sits in the condensate: ψ0 =

√
N

- T = 0, weak interactions (a/d " 1): expect ψ0 ≈
√

N
- we can formalize this:
- The operator a†

q creates a particle in the momentum mode q : a†N
q |vac〉 =

p

(N + 1)!|nq = N〉.
Similarly, aq annihilates a particle in the mode q.

- The operators satisfy bosonic commutation relations, [aq, a†
q′ ] = δ(q−q′) (cf. harmonic oscillator ladder

operators, but with an index label q).
- The operator nq = a†

qaq measures the particle number in the momentum mode q. The total particle
number is N̂ =

P

q a†
qaq.

- The dispersion relation is Eq = !ω = q2

2m . This is the energy of a single particle in the mode q.

• Lower T and study the behavior of µ at fixed n (3D):
• At a finite T , µ hits zero: below this Tc the equation of state has no solution
• Bose and Einstein (1925): Equation below Tc needs modification due to macroscopic

Example: Na atom (Alkali atoms)
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- T = 0, no interactions: whole density sits in the condensate: ψ0 =

√
N

- T = 0, weak interactions (a/d " 1): expect ψ0 ≈
√

N
- we can formalize this:
- The operator a†

q creates a particle in the momentum mode q : a†N
q |vac〉 =

p

(N + 1)!|nq = N〉.
Similarly, aq annihilates a particle in the mode q.

- The operators satisfy bosonic commutation relations, [aq, a†
q′ ] = δ(q−q′) (cf. harmonic oscillator ladder

operators, but with an index label q).
- The operator nq = a†

qaq measures the particle number in the momentum mode q. The total particle
number is N̂ =

P

q a†
qaq.

- The dispersion relation is Eq = !ω = q2

2m . This is the energy of a single particle in the mode q.

• Lower T and study the behavior of µ at fixed n (3D):
• At a finite T , µ hits zero: below this Tc the equation of state has no solution
• Bose and Einstein (1925): Equation below Tc needs modification due to macroscopic

occupation of zero mode:

n = 〈a†
0a0〉 +

ddq

(2π)d

1

e
q^2

2mkBT − 1

• macroscopic: N0 = 〈a†
0a0〉 = O(N/V ), i.e. extensive

• plausible: Bosons can populate single quantum state with arbitrary number
• critical temperature: determined by

nλ3
{dB} = g{3/2}(1) = ζ(3/2) ≈ 2.612 or λdB/d ! O(1)

\m

The ground state has the configuration 1s2 2s2 2p6 3s.

We order the interactions according to the importance:

Electron - nucleus and electron - electron interaction

Wave function of the atom as a many electron system:

Ψ = Φcore
un!(r)

r
Y!m(θ, φ)

de Broglie wavelength λdB = (2π�2/mkBT )1/2 � d = n−1/3 interparticle 
spacing

T

µ

T = 0 

d = 3

Eq

q

• Lower T and study the behavior of µ at fixed n (3D):
• At a finite T , µ hits zero: below this Tc the equation of state has no solution
• Bose and Einstein (1925): Equation below Tc needs modification due to macroscopic

occupation of zero mode:

n = 〈a†
0a0〉 +

ddq

(2π)d

1

e
q^2

2mkBT − 1

- plausible: Bosons can populate single quantum state with arbitrary number
- macroscopic: N0 = 〈a†

0a0〉 = O(N) ∝ V , i.e. extensive
- critical temperature: determined by

nλ3
dB = g3/2(1) = ζ(3/2) ≈ 2.612

- zero order O(N): homogenous mean field reproduced

- linear terms O(
√

N): vanishes upon proper choice of the chemical potential (equilibrium condition)
µ = gn0

- quadratic part O(1):

Electron - nucleus and electron - electron interaction

Wave function of the atom as a many electron system:

Ψ = Φcore
un!(r)

r
Y!m(θ, φ)

= λ−3
dB(T )g3/2(eµ/kBT )
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Validity of our Hamiltonian: Scales in Cold Dilute Bose Gases

 Summary of length scales

length scattering length interparticle sep. de Broglie w.l. trap size

(0.05 ... 0.2)10^3 (0.8 ... 3)10^3 (10 ... 40)10^3 (3 ... 300)10^3

weak interactions/
dilute gases 

quantum degeneracy  phys. meaning of the 
ratio: local density approximation  

a/aB d/aB λdB/aB losc/aB

λdB = (2π�2/mkBT )1/2 d = n−1/3

2a

a� d� λdB

aB = 5.3× 10−2nm Bohr radius

Complement: Real Atoms

Wave function of the atom as a many electron system:

Ψ = Φcore
un!(r)

r
Y!m(θ,φ)

with core wave function (filled shell) and u(r) the radial wave function of the valence elec-
tron.

The antisymetrization of the wave function can be ignored (core wave function and valence
electron wave function do not overlap).The description of the valence electron becomes a
single electron problem.

• The effective Hamiltonian is valid because none of many-body length scales can re-
solve interaction length scale

• Many-body scales: density and temperature in terms of length scales.
- diluteness a/d ! 1 (d = n−1/3)

∗ dilute means weakly interacting: interaction energy gn ∼ a/d · d−2

∗ clear: three-body interaction terms irrelevant
- quantum degeneracy: d/λdB ! 1 (λdB = (2π!2/mkBT )1/2)

- trap frequencies: λdB/losc ! 1 (losc = 1/
√

m/2ω)

:
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Violations of the scale hierarchy

• With Feshbach resonances, violation of a/d << 1 possible: Dense degenerate system 

• With optical lattices, a new length and a new energy scale are introduced: 
• lattice spacing = wavelength of light: high densities (“fillings) become available 

• lattice depth: Kinetic energy is withdrawn more strongly than interaction energy: “strong correlations”

• With Feshbach resonances, violation of a/d << 1 possible: “Strong interactions” • With Feshbach resonances, violation of a/d << 1 possible: “Strong interactions” 

• NB: Despite violation of scale hierarchy for dilute quantum gases, we will be able to 
give accurate microscopic models

interaction scale

• Generic sequence of scales and possible violations:

Feshbach resonance

de Broglie wavelength (Oscillator length of trap)interparticle spacing

• Both leads to the possibility of “strong interactions/correlations” as we will see

or 
optical lattice spacing
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Weakly Interacting Bosons
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Effective Action

• grand canonical workhorse Hamiltonian (no trap)

• the associated euclidean classical action for the nonrelativistic problem is

H[φ̂(x)†, φ̂(x)] =

�

x

�
φ̂(x)†

�
− �

2m
− µ

�
φ̂(x) + g(φ̂(x)†φ̂(x))2

�

S[ϕ∗(x),ϕ(x)] =

� β

0
dτ

���
d
3
xϕ

∗(x)∂τϕ(x)

�
+H[ϕ∗(x),ϕ(x)]

�

• and the many-body quantum problem can be formulated e.g. in terms of the effective action 

exp−Γ[φ∗,φ] =

�
D(δϕ∗, δϕ) exp−S[φ∗ + δϕ∗,φ+ δϕ],

δΓ[φ∗,φ]

δφ(x)
= 0

field equation
• Discussion:

•                 is the classical field/field expectation value
• The effective action can be understood “classical action plus fluctuations”. It lends itself to 

semiclassical approximations (small fluctuations around a mean field)
• NB: Action principle is leveraged over to full quantum status
• Symmetry principles are leveraged over from the classical action to full quantum status

φ = �ϕ�

(x = (τ,x))
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Generalities of the Microscopic Action

compare to relativistic 
systems 
add euclidean time deriv 
term is pure phase
temporally local gauge 
symmetry
power counting
obviously, lorentz symm 
replaeed by galilei

Generalities of the microscopic action

• The classical action is

S[φ∗,φ] =

ˆ

dt

ˆ

d3x
[

φ(x)∗(∂τ − "
2M − µ)φ(x) + g

2 (φ
∗(x)φ(x))2

]

• Symmetries:
- obviously, Lorentz invariance replaced by Galilei invariance. Different power counting, since ω ∼ q2:

The dynamic exponent z = 2 and the canonical dimension of the Lagrangian d+ z = 5 .
- Unlike relativistic models, the temporal derivative term is a pure phase

(

ˆ

τ
φ(x)∗∂τφ(x)

)∗
= −

ˆ

φ(x)∗∂τφ(x)

- i.e. relation to classical statistical model less clear
- Global phase rotation invariance U(1) with linear time derivative gives particle number conservation
- A further interesting symmetry is a temporally local gauge invariance

φ(x) → eiθ(τ)φ(x), φ∗(x) → e−iθ(τ)φ∗(x), µ → µ+ iθ(τ)

- with physical consequences: see Bose-Hubbard model!

Generalities of the microscopic action

• The classical action is

S[φ∗,φ] =

ˆ

dt

ˆ

d3x
[

φ(x)∗(∂τ − "
2M − µ)φ(x) + g

2 (φ
∗(x)φ(x))2

]
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(

ˆ

τ
φ(x)∗∂τφ(x)

)∗
= −

ˆ

φ(x)∗∂τφ(x)
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- Global phase rotation invariance U(1) with linear time derivative gives particle number conservation
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φ(x) → eiθ(τ)φ(x), φ∗(x) → e−iθ(τ)φ∗(x), µ → µ+ iθ(τ)

- with physical consequences: see Bose-Hubbard model!
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The Gross-Pitaevski Equation

Im

ReComplex time plane

t

τ = it Im

ReComplex energy plane

ωE = iωM

ωM

Wick rotations

note
ωM · t = −ωE · τ

Recovering the Gross-Pitaevski Equation

• Continue analytically the imaginary time classical action S to the real axis (at T = 0 or β → ∞):

τ → it, φ(τ,x) → φ̃(t,x) ⇒
S[φ∗,φ] → iS[φ̃∗, φ̃] = i

´

dt
´

d3x
[

φ̃∗(t,x)(−i∂t − "
2M − µ)φ̃(t,x) + g

2 (φ̃
∗(t, x)φ̃(t, x))2

]

• The Gross-Pitaevski equation is the field equation for the real time classical action δS/δφ̃∗(t,x) = 0

i∂tφ̃(t,x) =
(

− 1
2M%− µ+ gφ̃∗(t,x)φ̃(t,x)

)

φ̃(t,x)

• Remark: “classical” refers to the absence of fluctuations. Physically, the global phase coherence
implied in this equations is a quantum mechanical effect, with observable consequences: cf. discussion
of quantized vortices
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Interpretation: Macroscopic Wave Function
• Gross-Pitaevski Equation (with trap):

• Interplay of quantum mechanics and nonlinearity: quantized 
vortex solutions

• Properties:
- Classical field equation (cf. classical electrodynamics vs. QED) 
- for g = 0, or single particle: formally recover linear Schrödinger equation -> expect 

quantum behavior; interpret      as “macroscopic wave function”
- however, in general nonlinear -> richer than Schrödinger equation

0 = − �2

2m

�
f” +

f �

r
− �2f

r2

�
− µf + gf3 f(r)

rvortex solution

- large distances: constant solution, determine chemical pot. 
- short distances: condensate amplitude must vanish due to 

centrifugal barrier, in turn rooted in the quantization of the 
phase

- uniform case V(x) = 0, search static cylinder symmetric solutions with no z 
dependence: 

- GP equation: 

integer, such that phase 
returns after 2 pi: unique Wave 
function

ξ =
�√

2mgn
coherence length

i∂tϕ(x, t) =
�
− �2

2m
�− µ+ V (x) + gϕ∗(x, t)ϕ(x, t)

�
ϕ(x, t)

ϕ(x, t) = ϕ(r,φ) = f(r)ei�φ

ϕ
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Mean Field Action and Spontaneous Symmetry Breaking

• Specialize to homogeneous action: time- and space independent amplitudes (                        -- 
quantization volume)

• homogeneous GPE or equilibrium condition for the classical field:

• Geometrical interpretation: Mexican hat potential

• for the ground state, the system chooses spontaneously the 
direction: spontaneous symmetry breaking (symmetry: global 
phase rotations U(1))

• Radial (amplitude) excitations: cost energy, gapped mode

• angular (phase) excitations: no energy cost due to 
degeneracy, gapless Goldstone mode

• The radial (amplitude) and angular (phase) excitations can be identified explicitly in the quadratic 
fluctuations (see below)

�
dτd3x = V/T

�
φ∗
0φ0 ≈

√
N

S(φ∗,φ) = V/T (−µφ∗φ+ g
2 (φ

∗φ)2)

φ∗

φ

effective potential U

U(φ∗φ)

0 =
∂U

∂φ∗ =
�
− µ+ gφ∗φ

�
φ

• particle density:
n = −∂U

∂µ
= φ∗φ
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Quadratic Fluctuations: Bogoliubov TheoryQuadratic fluctuations: Recovering the Bogoliubov Theory I

• We go one step beyond the classical limit and include quadratic fluctuations on top of the mean field
• Expansion of S in powers of (δϕ∗, δϕ) around (δϕ∗, δϕ) = (0, 0) yields the approximate effective action

(saddle point approximation):

Γ[φ∗,φ] = − log
´

D(δϕ∗, δϕ) exp−S[φ∗ + δϕ∗,φ+ δϕ]

≈ S[φ∗,φ]− log
´

D(δϕ∗, δϕ) exp− 1
2

´

(δϕ, δϕ∗)S(2)[φ∗,φ]

(

δϕ
δϕ∗

)

Here, we have used the field equation δS/δ(δϕ) = δS/δφ = 0

• We restrict to the homogeneous case φ(τ,x) = φ0 for the condensate mean field. Then, the exponent
reads in Fourier space (Q = (ωn,q),

´

Q =
∑

n T
´ d3q

(2π)3 ):

SF =
1

2

ˆ

Q

(

δϕ(−Q), δϕ∗(Q)
)

(

gφ∗2
0 −iωn +

q2

2M − µ+ 2gφ∗
0φ0

iωn +
q2

2M − µ+ 2gφ∗
0φ0 gφ2

0

)

(

δϕ(Q)
δϕ∗(−Q)

)

where we have to insert the solution of the homogeneous field equation 0 = δS
δφ

∣

∣

∣

hom.
= (−µ+gφ∗

0φ0)φ∗
0

, i.e. µ = gφ∗
0φ0.

• NB: The remaining functional integral is Gaussian and can be done exactly. One can calculate rough
estimates for e.g. the interaction induced density depletion at zero temperature from it.
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The Excitation Spectrum

• The excitation spectrum / dispersion relation obtains from the poles of the propagator 
G, or the zeroes of                        (analytically continued to real continuous 
frequencies                )

phonons

particles
- At low momenta, this is linear and gapless, reminiscent of 

acoustic phonons or relativistic dispersions 

S(2) = G−1

E = iωn

detG−1(E = iω,q)
!
= 0 ⇒ Eq =

�
�q(�q + 2gρ0)

• Discussion:

- At high momenta, like free particles: quadratic

- The regimes are separated by the “healing” momentum scale

- Its inverse is the “healing length”               , which is e.g. the characteristic size of a vortex, 
where the homogenous condensate “heals” (see above).

speed of sound

Eq
q→∞→ �q = q2

2M

Eq
q→0→ c|q|, c =

�
gρ0

m

qh =
√
2mc =

�
2gmρ0

qh
ξh = q−1

h

20



Phase and Amplitude FluctuationsPhase and Amplitude Fluctuations I

• We analyze the quadratic action for the boson fluctuations, using −µ = gφ∗φ

SF [δϕ
∗, δϕ] =

1

2

ˆ

Q

(

δϕ(−Q), δϕ∗(Q)
)

(

gφ∗2
0 −iωn + εq + gφ∗

0φ0

iωn + εq + gφ∗
0φ0 gφ2

0

)(

δϕ(Q)
δϕ∗(−Q)

)

• We perform a change of basis (real and imaginary parts),

δϕ1(Q) = (δϕ∗(−Q) + δϕ(Q))/
√
2, δϕ2(Q) = i(δϕ∗(Q)− δϕ(−Q))/

√
2

• The action in the new coordinates reads (ρ0 = φ∗
0φ0 and we choose φ real without loss of generality)

SF [δϕ1, δϕ2] =
1

2

ˆ

Q

(

δϕ1(−Q), δϕ2(Q)
)

(

εq + 2gρ0 −ωn

ωn εq

)(

δϕ1(Q)
δϕ2(−Q)

)

Bottom of Mexican 
hat potentialMexican hat potential

– Real part: amplitude fluctuations (see figure); these are gapped (massive) with 
– Imaginary part: phase fluctuations; these are gapless (massless)

2gρ0

➡  Origin of the phonon mode: fluctuations of the phase
➡  More generally, phonon mode is manifestation of Goldstone theorem in nonrel. system 
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Physical Significance: Phonon Mode and Superfluidity

• Landau criterion of superfluidity: frictionless flow
- Gedankenexperiment: move an object through a liquid with velocity v. 
- Landau: the creation of an excitation with momentum p and energy      is energetically 

unfavorable if    

➡in this case, the flow is frictionless, i.e. superfluidity is present

•   Weakly interacting Bose gas: Superfluidity through linear phonon excitation 

•   Free Bose gas: No superfluidity due to soft particle excitations

➡Superfluidity is due to linear spectrum of quasiparticle excitations

phonons

particles

v < vc =
�p
p

�p =
p2

2m
→ vc = 0

�p = c|p|, c =
�

gn0

m → vc = c

�p
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Idea of Landau Criterion

• Consider moving object in the liquid ground state of a system

• Question: When is it favorable to create excitations?
frame of reference of the 

ground state system

frame of reference of the 
moving objectv

• General transformation of energy and momentum under 
Galilean boost with velocity v

• Energy and momentum of the ground state in 

Σ

Σ�

• Energy and momentum of the ground state plus an excitation with momentum, energy  

Σ : E0, p0 = 0

p, �p

• Creation of excitation unfavorable if 

Σ : Eex = E0 + �p, pex = p

Σ : E, p

E�
ex − E�

0 = �p − pv ≥ �p − |p||v| > 0 ⇒ v < vc =
�p
p

Σ� : E� = E − pv + 1
2Mv2, p� = p−Mv

total system mass

Σ� : E�
ex = E0 + �p − pv + 1

2Mv2, p�
ex = p−Mv

Σ� : E�
0 = E0 +

1
2Mv2, p�

0 = −Mv

additional material
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Validity of Bogoliubov Theory

• The ordering principle of the semiclassical approximation is the existence of a 
macroscopic (extensive) condensate, i.e.: 

Classical Limit

• We restore the dimension for the action:

[S] = [τ ] · [E] = [τ ] · [!ω] = [!]

• Effective Action:
exp−Γ[φ∗,φ]

!
=

ˆ

D(δϕ∗, δϕ) exp−S[φ∗ + δϕ∗,φ+ δϕ]

!

• In the classical limit ! → 0 but fixed Γ, the exponential distribution is sharply peaked around the field
configuration for which the classical action in the exponent is minimal.

• This is the case for the “classical” field configuration φ(τ,x), determined by the classical action (ex-
tremum) variational principle δS/δφ(τ,x) = 0

• With this insight, we can expand the classical action in the functional integral in the fluctuation (δϕ∗, δϕ),
and keep only the zero order term

• Thus, in the classical limit we have
Γ[φ∗,φ] = S[φ∗,φ]

φ ∼ N1/2 ∼ V 1/2, δϕ ∼ N0

• Obviously, Bogoliubov theory breaks down if no condensate exists. This situation 
appears for 

d = 2, T > 0

d = 1 all T Mermin-Wagner theorem plus 
dimensional reduction

• In these cases, immediate need for nonperturbative approaches such as (functional) 
RG (Castellani& ʼ04, Wetterich & ʻ08,ʼ09; Kopietz & ʼ08,ʼ10; Dupuis ʼ09)

• even in d=3, or d=2,T=0, one should be suspicious since in the range of small 
momenta the power counting is questionable:

nq =

�

ω
�δϕ∗

QδϕQ� ∼ 1/Eq ∼ 1/|q|

→ δϕ ∼ 1/|q|1/2 ?!

divergent occupation number

the ordering principle is not 
� → 0
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Validity of Bogoliubov Theory

φ0

Q Q

Q Q

K

K

K +Q

infrared divergent!

Validity of Bogoliubov Theory

• We study perturbative corrections to the self-energy for weakly interacting bosons (zero temperature):
The full quadratic part of the effective action is (Q = (ω,q) )

Γ =
1

2

ˆ

Q

(

ϕ(−Q),ϕ∗(Q)
)

(

Σan(Q) −iω + q2

2M − µ+ Σn(Q)

iω + q2

2M − µ+ Σn(Q) Σan(Q)

)

(

ϕ(Q)
ϕ∗(−Q)

)

• We may view Bogoliubov Theory as the zero order self energies

Σ(0)
n (Q) = 2gρ0, Σ(0)

an (Q) = gρ0

• The leading pertrubative corrections are shown diagrammatically. The second diagram has in IR di-
vergence (log in d=3, poly in d<3)

Σ(1)
n (Q) ∼ Σ(1)

an (Q) ∼ −g2ρ0

ˆ

K
G22(K)G22(Q+K), G22(Q) =

2gρ0
ω2 + c2q2

• Perturbation theory breaks down for

|Σ(0)
n,an(Q)| ≈ |Σ(1)

n,an(Q)|

from which we deduce the scale where the superfluid becomes nonperturbative/strongly correlated

pnp = ph · g̃
d

2(3−d) if d < 3
exp(− 1

κg̃3/2 ) if d = 3

• The dimensionless ratio g̃ expresses the ratio of interaction versus kinetic energy in the nonrelativistic
superfluid ([g] = 2− d):

g̃ =
Epot

Ekin
=

gρ0
1/(M$2)

= gMρ1−2/d
0 ∼ (ph$)

2

where $ ∼ n−1/d is the mean interparticle distance and n ≈ ρ0 in the weakly interacting condensate
• Thus, superfluids can be classified according to:

- weakly correlated if g̃ $ 1 ⇒ pnp $ ph $ $−1. Bogoliubov theory is valid for a large part of the
spectrum, namely for momenta |q| ! pnp. This is the case in typical traps.

- strongly correlated if g̃ ! 1 ⇒ pnp ≈ ph ≈ $−1. Bogoliubov theory breaks down. This may happen
on the lattice close to the Mott insulator – superfluid phase transition.

infrared regular

first order perturbation theory

ρ0 = φ∗
0φ0
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Weakly and Strongly Correlated Superfluid

 visualization of the scales aosc

ξh ∼ 1/ph� ξnp ∼ 1/pnp

ξh -- vortex size 
-- extent of cloud aosc

Validity of Bogoliubov Theory

• We study perturbative corrections to the self-energy for weakly interacting bosons (zero temperature):
The full quadratic part of the effective action is (Q = (ω,q) )

Γ =
1

2

ˆ

Q

(

ϕ(−Q),ϕ∗(Q)
)

(

Σan(Q) −iω + q2

2M − µ+ Σn(Q)

iω + q2

2M − µ+ Σn(Q) Σan(Q)

)

(

ϕ(Q)
ϕ∗(−Q)

)

• We may view Bogoliubov Theory as the zero order self energies

Σ(0)
n (Q) = 2gρ0, Σ(0)

an (Q) = gρ0

• The leading pertrubative corrections are shown diagrammatically. The second diagram has in IR di-
vergence (log in d=3, poly in d<3)

Σ(1)
n (Q) ∼ Σ(1)

an (Q) ∼ −g2ρ0

ˆ

!Q
G22(K)G22(Q+K), G22(Q) =

2gρ0
ω2 + c2q2

• Perturbation theory breaks down for

|Σ(0)
n,an(Q)| ≈ |Σ(1)

n,an(Q)|

from which we deduce the scale where the superfluid becomes nonperturbative/strongly correlated

pnp = ph · g̃
d

2(3−d) if d < 3
exp(− 1

κg̃3/2 ) if d = 3

• The dimensionless ratio g̃ expresses the ratio of interaction versus kinetic energy in the nonrelativistic
superfluid ([g] = 2− d):

g̃ =
Epot

Ekin
=

gρ0
1/(M$2)

= gMρ1−2/d
0 ∼ (ph$)

2

where $ ∼ n−1/d is the mean interparticle distance and n ≈ ρ0 in the weakly interacting condensate
• Thus, superfluids can be classified according to:

- weakly correlated if g̃ $ 1 ⇒ pnp $ ph $ $−1. Bogoliubov theory is valid for a large part of the
spectrum, namely for momenta |q| ! pnp. This is the case in typical traps.

- strongly correlated if g̃ ! 1 ⇒ pnp ≈ ph ≈ $−1. Bogoliubov theory breaks down. This may happen
on the lattice close to the Mott insulator – superfluid phase transition.

typical scales in a trap: trap provides IR 
cutoff towards strong correlated regime
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Weakly Interacting Fermions

�ψ↑ψ↓� �= 0

�ψ↑� = �ψ↓� = 0

27



Free Fermions and Fermi Momentum

• Collection of some useful formulae and abbreviations for 3D two-component fermions: 

• The equation of state for free fermions at zero temperature:

n = 2

�
d3q

(2π)3 (exp(
�q−µ
T + 1)−1 T→0−→ 2

�
d3q

(2π)3 θ(�q − µ) =
(2Mµ)3/2

3π2
≡ k3F

3π2

• The Fermi momentum k_F is defined as the momentum scale associated to the 
chemical potential of free fermions at T = 0

kF ≡ (2Mµ(free)
T=0 )1/2

�F =
k2F
2M

, TF =
�F
kB

• The associated energy and temperature scales are the Fermi energy and the Fermi temperature

d = (3π2)1/3k−1
F

two spin states

q

nq

• It is a measure for the total density of a fermion system, and therefore for the mean 
interparticle spacing:

kF
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Physical Picture for Weakly Attractive Fermions

• The low temperature physics of free fermions is governed 
by the Pauli principle 

(1) Expression of a Fermi sphere in momentum space
(2) Absence of fermion condensation: 
(3) Local s-wave interactions of fermions are only possible for 

more than one spin state (ultracold atoms: hyperfine states)

Fermi distribution at low T

�ψσ� = 0

• Now we allow for weak 2-body s-wave attraction between 2 spin states of fermions

a < 0 |akF| ∼ |a/d| � 1

attractive scattering length weakness/diluteness condition

• A small interaction scale will not be able to substantially modify the Fermi sphere. 
This is the key to BCS theory

q

σ =↑, ↓

nq = (exp( �q−µ
T + 1)−1

Fermi momentum kF ≡ (2Mµ(free)
T=0 )1/2
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Physical Picture for Weakly Attractive Fermions

Fermi surface

Cooper pairing: Local in 
momentum space

• However, pairing of fermions with momenta close to the 
Fermi surface is possible: “Cooper pairs”:

• These fermions attract each other with strength a

• The total energy of the system is lowered when 
- bosonic pairs with zero cm energy (total momentum 

zero) form: local in momentum space
- These pairs condense, i.e. occupy a single quantum 

state macroscopically:  

|akF| ∼ |a/d| � 1

• A small interaction scale will not be able to substantially 
modify the Fermi sphere

• Comments: 
• Distinguish pairing correlation from Bose condensation

• But: in both cases, spontaneous breaking of U(1) symmetry 

�ψ↑ψ↓� �= 0

Fermi distribution at low T

nq

kF
q

�ϕ� �= 0
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RG Argument for BCS Instability

• Purely fermionic description

• RG Equation with dominant particle-particle loop:
particle-particle channel

∂̃t∂t  =

S[ψ] =

�
dτ

�
d3x

�
ψ†�∂τ − �

2M
− µ

�
ψ +

λ

2
(ψ†ψ)2

�

• Choose cutoff that approaches Fermi surface (FS) = IR limit for 
fermions shell by shell as displayed

• Study flow of the vertex λ(Q1, Q2;P1, P2)

Q1

Q2 P2

P1

• But the one with opposite spatial momenta and energies on the FS renormalizes strongly: 
The integral (zero temperature) is logarithmically divergent for  

• Since the coupling is small, generically the renormalization effects are perturbatively small

see R. Shankar ’93, “Renormalization Group 
approach to interacting Fermions”

λ ≡ λ(Q1 = −Q2;P1 = −P2)

k → 0

• The divergence drives the system to strong coupling for attractive interactions 
A physical instability against pairing occurs

k → 0

Q1

−Q1

−−

λin < 0

ψ = (ψ↑,ψ↓)
T two-component 

spinor

spatial momenta opposite

K +Q1 +Q2

−K
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BCS Instability

∂̃t∂t  =

• Restricting to the single strongly flowing coupling on the FS, we have a simple quadratic beta-function

• Solution for k → 0

• a finite temperature acts as physical IR cutoff. For low temperatures,

∂kλk = −λ2
k∂̃kIk(T, µ)−

I0(T → 0, µ > 0) ∼ − log T/µ > 0

• Thus, for arbitrarily attractive interaction, a critical temperature exists where the interaction diverges.
• A more detailed analysis, including a proper UV Renormalization, yields (d=3, a the scattering length)

λ0 =
1

λ−1
in + I0(T, µ))

0 = −1

a
− 2

π

�
dq

�
q2

q2 − 2Mµ
tanh

�
q2/(2M)− µ)

2T

�
− 1

�

Tc

�F
=

8γ

πe2
e−

π
2|akF|

• The resulting critical temperature is 

≈ 0.61

γ ≈ 1.78
prefactor

Euler constant
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Experimental (Ir)relevance of Weakly Interacting Atomic 
Fermions

• We compare the critical temperatures for a noninteracting BEC and weakly 
attractive fermions

- Free bosons of mass M undergo condensation at 

• additionally, cooling of degenerate fermions is experimentally more challenging 
due to Pauli blocking 

nλdB = ζ(3/2), λdB = (2π/(MT ))1/2

- Rewrite by using definitions from fermions n = k3F/(3π
2), �F = k2F/(2M)

T (BEC)
c

�F
= 4π(3π2ζ(3/2))−2/3

≈ 0.69 = O(1)

T (BCS)
c

�F
=

8γ

πe2
e−

π
2|akF| ≈ 0.61e−

π
2|akF|

- In contrast, the BCS critical temperature is exponentially small for  akF � 1

• On the other hand, note a (formal) exponential increase of T_c for rising           i.e. 
towards strong interactions

• Q: What is the fate of the exponential increase in T_c for rising 

• A: BCS-BEC crossover

akF

akF
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Strong Interactions 
and 

the BCS-BEC Crossover

(akF)−10
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Physical picture: BCS-BEC Crossover

• fermions with attractive interactions • weakly interacting bosons

➡  BCS superfluidity at low T ➡ Bose-Einstein Condensate (BEC) at low T

• We have discussed two cornerstones for quantum condensation phenomena:

 bosons could be realized as  
tightly bound molecules 

(“effective theory”)
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Physical picture: BCS-BEC Crossover

• fermions with attractive interactions • weakly interacting bosons

➡  BCS superfluidity at low T

•  Localization in position space
•  Delocalization in momentum space

(akF)−10

In the strongly interacting regime, no simple ordering principle is known:
➡ Challenge for Many-Body methods

• We have discussed two cornerstones for quantum condensation phenomena:

 bosons could be realized as  
tightly bound molecules 

(“effective theory”)

• There is an experimental knob to connect these scenarios: Feshbach resonances

• microscopically, the phenomenon is due to a bound state formation at the resonance 
• from a many-body perspective, the phenomenon is understood as 

1

akF
= 0

➡ Bose-Einstein Condensate (BEC) at low T
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Experiments in the BCS-BEC Crossover

Innsbruck, 2004 

pairing gap 
release energy 

ENS, 2004 

collective modes 

Duke ´04, Innsbruck 2004 & `06 

BEC BCS 

vortices MIT, 2005 

JILA, 2005 

pair correlations 
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fermion field:
two hyperfine states 

examples: 

``open channel''

``closed channel''

∆E

Microscopic Origin: Feshbach Resonances
ψ =

�
ψ↑
ψ↓

�

ν

|ν, kBT | � |∆E|

• Start from fermions: (Euclidean) Action

• Consider a second interaction channel with bound state close to 
scattering threshold V=0, detuned by 

ν

• Detuning     can be controlled with magnetic field

ν(B) = µB(B −B0)

magnetic moment resonance position

ν

6Li,40 K

V(r)

Sψ[ψ] =

�
dτd3x

�
ψ†(∂τ − �

2M )ψ + λψ

2 (ψ†ψ)2
�
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Microscopic Origin: Feshbach Resonances

bosonic molecule field:

• (background scattering in open channel)
• Feshbach coupling: width of resonance
• detuning: distance from resonance

• Effective Model to describe this situation: 
Interconversion of two fermions into a molecule 

interconversion:
Feshbach, Yukawa term

• Parameters:
λψ

ν

ψ↑

ψ↓ molecule formation

h

h
φ∗

``open channel''

``closed channel''

∆E

|ν, kBT | � |∆E|

ν
V(r)

r

• NB: cf. BCS Cooper pairing with condensate amplitude:

φ∗(τ,x) φ∗(ω,q)or

φ∗
0 = const.

• Now we allow for dynamic bosonic degrees of freedom

Sφ[φ] =

�
dτddxφ∗(∂τ − �

4M + ν)φ

SF [ψ,φ] = −h

�
dτddx

�
φ∗ψ↑ψ↓ − φψ∗

↑ψ
∗
↓
�
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Relation to a strongly interacting theory

• take constrained “broad resonance” limit: 
pointlike interactions εM

S = Sψ + Sφ + SF [ψ,φ]

δS

δφ∗ = 0

• Total action:

• Field equations:

• Formally solve for         , and insert solution into the Feshbach termφ,φ∗

ψ↑

ψ↓ ψ†
↓

ψ†
↑

1

ν

⇒ (∂t − �
4M + ν)φ = hψ↑ψ↓

⇒ φ =
h

∂t − �
4M + ν

ψ↑ψ↓

h h

h → ∞, h2

ν → const.

S = Sψ +

�
dτd3xψ↑ψ↓

h2

∂t−
�
2M +ν

ψ†
↑ψ

†
↓

S → Sψ + h2

ν

�
dτd3xψ†

↑ψ
†
↓ψ↑ψ↓ = Sψ − 1

2
h2

ν

�
dτd3x (ψ†ψ)2

Feshbach action
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scattering length a and binding energy

εM

abg

a(B)

B

Relation to a strongly interacting theory

• pointlike/broad resonance limit: The action 
takes the form

a =
4πλeff

ψ

M

scattering length 
(nonidentical fermions)

effective fermionic 
interaction

➡ resonant (divergent) interaction at B_0

ν(B) = µB(B −B0)• remember

observation of divergent scattering length
Ketterle Group, MIT (1999)

bosonic sodium

S[ψ] =

�
dτddx

�
ψ†(∂t − �

2M )ψ +
λeff
ψ

2 (ψ†ψ)2
�

λeff
ψ = λψ − h2

ν(B)

• in the following, we shall work in broad resonance 
limit and ignore the background scattering for 
simplicity
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Regimes in the BCS-BEC Crossover

➡ three regimes

a > 0, |a/d| � 1

a < 0, |a/d| � 1

|a/d| � 1

weakly interacting (dilute) fermions

strong interactions, dense

molecular bound states: dilute bosons
➡ see below!

• We identify the inverse scattering length as an adequate “crossover parameter”

since the Feshbach resonance is located at the zero crossing of the detuning ν(B)

a−1(B) = −Mν(B)

4πh2

• Compare the scattering length to the mean interparticle spacing d = (3π2n)−1/3

• Cf. microscopic justification: a/d > 1 does not invalidate the microscopic Hamiltonian (as 
could be suspected from the discussion of weakly interacting gases). The relevant ratio for 
the validity is                                        . Feshbach resonances violate the generic relation                    rvdW /d, rvdW /λdB � 1
rvdW /a ≈ 1 : “anomalously large scattering length”
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Functional Renormalization Group Approach

Tc

c−1
!2 0 2 4 6

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

FIG. 1: Black line: FRG including particle-hole fluctuations; Orange line: FRG with-

out particle-hole fluctuations; Green line: BCS result; Red line: Gorkov’s correction;

Yellow line: Free BEC; Blue line: Interacting BEC with FRG

Integrating out quantum and 
thermal fluctuations

flowing action

Crossover phase diagram

Γk=Λ = S

Γk=0 = Γ

∂tΓk[φ] =
1

2
Tr

1

Γ(2)
k [φ] +Rk

∂tRk =

Wetterich Equation

• Transition from well-known 
mircrophysics to macrophysics

• use FRG to resolve physics at all 
scales: microphysics, 
thermodynamics, crticial behavior

Motivation:
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Qualitative Picture for BCS-BEC Crossover from FRG

• This first approach is equivalent to an extended mean field theory. It qualitatively 
describes the finite temperature phase diagram

• But allows for straightforward extensions

• The simplest truncation allows to discuss the building blocks for the evaluation of the 
problem forming the basis for later refinements

• Microscopically, the origin of the BCS-BEC crossover is the expression of a molecular bound state. 

• The bosonic bound state formation must thus be contained in any reasonable truncation

• The minimal trunction is a derivative expansion with explicit bosonic degree of freedom

effective potential for 
bosons

2-component fermion

scalar boson field +φ∗�Zφ,k∂τ −Aφ,k�
�
φ+ Uk(φ

∗φ) + ...
�

Γk[ψ,φ] =

1/T�

0

dτ

�
d3x

�
ψ†�∂τ − �

2M
− µ

�
ψ − hφ

2

�
φ∗ψT �ψ − φψ†�ψ∗

�

• Depending on the interaction regime, the boson describes Cooper pairs or 
tightly bound molecules
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The Minimal Approximation Scheme

+φ∗�Zφ,k∂τ −Aφ,k�
�
φ+ Uk(φ

∗φ) + ...
�

Γk[ψ,φ] =

1/T�

0

dτ

�
d3x

�
ψ†�∂τ − �

2M
− µ

�
ψ − hφ

2

�
φ∗ψT �ψ − φψ†�ψ∗

�
• The minimal trunction is a derivative expansion with running boson sector

∂tUk[ρ] =
1

2
STr

1

Γ(2)
k [φ] +Rk

∂tRk

= −1

2
Trψ

1

Γ(2)
ψ,k[φ] +Rψ,k

∂tRψ,k +
1

2
Trφ

1

Γ(2)
φ,k[φ] +Rφ,k

∂tRφ,k

•  Flow equations:
- The equation for the effective potential (hom. part of eff. action,Uk(ρ) = T/V Γk(φ,φ

∗ = const.)

- The equation for the “wave function renormalization”

STr -- boson/fermion; internal (spin); 
external (frequency/momentum)

infrared divergent!

QQ

���
Q=0

∂tZφ,k = ∂t
�

∂
∂(iω)Γ

(2)
φ,k

���
Q=0

= ∂
∂(iω) [∂̃t

notation: this derivative acts on explicit (cutoff) k-dependence

- And similarly for the “gradient coefficient”                                derivative)Aφ,k (∂/∂(q2)

ρ = φ∗φ U(1) invariant
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The Flow of the Effective Potential

• We spell out the ingredients of the effective potential explicitly:

∂tUk = −1

2
Trψ

1

Γ(2)
ψ,k[φ] +Rψ,k

∂tRψ,k +
1

2
Trφ

1

Γ(2)
φ,k[φ] +Rφ,k

∂tRφ,k

• Choice of regulator: 

• Litim cutoff for bosons and fermions, in the latter case such that the IR 
limit is on the FS (details see review SD, Floerchinger, Gies, Pawlowski, 
Wetterich ʼ10)

Γ(2)
ψ,k = Γ(2)

ψ =

�
−hφ�φ∗ iq0 − (q 2 − µ)

iq0 + q 2 − µ hφ�φ

�

Γ(2)
φ,k =

�
U �
k + 2ρU ��

k +Aφ,kq 2/2 −Zφ,kq0
Zφ,kq0 U �

k +Aφ,kq2/2

�

U �
k = ∂Uk/∂ρ

(φ1,φ2)in real (phase-amplitude) basis

with

(φ = (φ1 + iφ2)/
√
2)

fermionic contribution bosonic contribution

• NB: Goldstone theorem respected for all k
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Building Blocks for the Evaluation

• We work in grand canonical setting (given chemical potential) but eventually want 
to consider fixed density.

➡ Construct the equation of state for the density 

Three key requirements (independent of the implemented approximation scheme)

n(µ) = ...

• We want to assess the whole phase diagram including the low temperature 
condensed phase

➡ Implement spontaneous symmetry breaking 

• We want to know the results as function of microscopic observables, such as 
scattering length 

➡ Implement proper UV renormalization scheme
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The Equation of State
• Thermodynamics: 

n = −∂U

∂µ
= −∂Uk→0

∂µ

• Flow equation: 

approximation: mu dependence of other 
bosonic couplings neglected

• Interpretation: parts of the trace can be performed

∂knk = −∂k
∂Uk

∂µ
≈ ∂̃k[

1
2Trψ(Γ

(2)
ψ +Rψ,k)

−1 − 1
2
∂U �

k
µ Trφ(Γ

(2)
φ,k +Rφ,k)

−1]

(up to conventional normal ordering subtleties)

Fermi distribution

Bose distribution

= nφ,k= nψ,k

E(φ)
q,k =

�
(Ãφq

2 + Ũ �
k + 2ρ̃Ũ ��

k +Rφ,k)(Ãφq
2 + Ũ �

k +Rφ,k)
�1/2

• with regularized single particle excitation energies

E(ψ)
q,k =

�
( q2

2M − µ+Rψ,k)
2 + h2

φρ
�1/2 cf. weakly interacting fermions

cf. weakly interacting bosons

• we introduced “renormalized” bosonic couplings (interpretation:see later)
Ũ �
k = U �

k/Zφ,k

nψ,k = 2

�
d3q

(2π)3
1

exp(E(ψ)
q,k/T ) + 1

nφ,k = −∂Ũ �
k

∂µ

�
d3q

(2π)3
1

exp(E(φ)
q,k/T )− 1

Ũ ��
k = U ��

k /Z
2
φ,k ρ̃0,k = Zφ,kρ0,k
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Spontaneous Symmetry Breaking

• NB: SSB criterion works throughout whole crossover. At T=0, SSB occurs for any value of 
scattering length. Therefore, there is no quantum phase transition, but a crossover phenomenon 

• Field equation for effective potential (equilibrium condition)

Uk = m2
ϕ,k(ρ− ρ0,k) +

1
2λϕ,k(ρ− ρ0,k)

2 + ...

• with running couplings 
SYM SSB

m2
φ,k,λφ,k

ρ0,k = 0

ρ0,k,λφ,k

m2
φ,k = 0

• It is sufficient to approximate the rho-dependence of the effective potential 
further (should be good close to the equilibrium value    ):ρ0

∂Uk(ρ)

∂φ∗

��
eq

= U �
k(ρ) · φ

��
eq

= 0 (ρ = φ∗φ)

SSBSYM

symmetric phase SYM: U �
k > 0, φ0,k = 0

symmetry broken phase SSB: U �
k = 0, φ0,k �= 0

critical point U �
k = 0, φ0,k = 0

• Three types of solution, for the physical limit k → 0
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The Initial Condition and UV Renormalization

• Ultraviolet Renormalization needed. FRG solution:

• Experiments probe the “full theory” (with fluctuations), but in the 
• Therefore, project on the physical vacuum via:

- Diluting procedure:
- Getting cold:
- but the dimensionless temperature remains above critical: switch off 
many-body effects

Γk→0(vak) = lim
kF→0

Γk→0
��
T/εF >Tc/εF =const.

d ∼ k−1
F → ∞

T ∼ εF

n =
k3

F
3π2

• Problem: 

• Manifestation: there is one strongly running coupling in the UV, the  mass term:
m2

φ,k ∼ k for k → ∞

• Choose UV initial conditions to match IR observables in this limit

• flow for finite n, T deviates from vacuum flow once 

k ∼ λ−1
db ∼ T 1/2,∼ kF

k ∼ λ−1
db ∼ T 1/2,∼ kF

phys. vacuum (two-body scattering)

• Remember: our microscopic formulation is an effective theory valid at low energies and 
momenta  

• But the interaction is formally described by a constant
Λ � a−1

Bohr
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The Extended Mean Field Approximation

• Discussion
- Bosons are already treated as dynamical, interacting particles in this approximation. We can 

describe qualitatively the full phase diagram including the transition to the high temperature 
phase. This is what “extended” refers to.

- within the MFT, no flow for the inverse fermion propagator and the Feshbach coupling is 
generated (so taking them k-independent is consistent in this framework):

∂tΓ
(2)
ψ,k = 0MFT: ∂thφ,k = 0

• Summary: we have a truncation in terms of running bosonic couplings 

{m2
φ,k or ρ0,k,λφ,k, Zφ,k, Aφ,k}

• and a k-dependent flow equation for the density,  

• Mean field approximation (MFT): for the beta-functions, only take fermion diagrams

• Simplifications:
• the flow equations for the bosonic couplings can be integrated directly

• and the equation of state can be solved upon insertion of these solutions

nk = nψ,k + nφ,k

• Now we discuss the MFT solution at T = 0
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The Extended Mean Field Theory of the BCS-BEC Crossover
• The solution for             produces two self-consistency conditions (omit k = 0 in notation):

- The UV renormalized gap equation

- The equation of state

�3 �2 �1 0 1 2 3 4
0.0

0.5

1.0

1.5

2.0

2.5

�3 �2 �1 0 1 2
�5

�4

�3

�2

�1

0

1

➡ What do these solutions tell us?

µ• Solve for      and ρ
• Plot as a function of dimensionless crossover parameter

(akF )
−1 (akF )

−1

n = k3
F

3π2
Fermi 

momentum
(a/d)−1 = (akF )

−1

0 0

µ

�F

�F = k2
F

2M

Fermi energy

k → 0

0 =
∂U

∂ρ
= − 1

a − M
8π

�
d3q

(2π)3 [
1

E(F)
q

tanh
E(F)

q

2T − 1

E(F)
q

|φ=µ=0] a−1 = −M
4π

ν
h2

using the relation of scattering 
length and action parameters 

n = −∂U
∂µ = nF + nB(m

2
φ, ρ0,λφ, Zφ, Aφ)

∆ ≡ h2
φρ
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�5

�4

�3
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1 ∆ = h2ρ

(akF )
−1 (akF )

−1

BCS 
regime

strongly 
interacting

BEC 
regime

BEC 
regime

strongly 
interacting

BCS 
regime

0 0

➡ Discuss the limiting cases!

µ

�F

�F = k2
F

2M

Fermi energy

The Extended Mean Field Theory of the BCS-BEC Crossover

- The equation of state

µ• Solve for      and ρ
• Plot as a function of dimensionless crossover parameter

n = k3
F

3π2
Fermi 

momentum
(a/d)−1 = (akF )

−1

k → 0

0 =
∂U

∂ρ
= − 1

a − M
8π

�
d3q

(2π)3 [
1

E(F)
q

tanh
E(F)

q

2T − 1

E(F)
q

|φ=µ=0] a−1 = −M
4π

ν
h2

using the relation of scattering 
lenght and action parameters 

n = −∂U
∂µ = nF + nB(m

2
φ, ρ0,λφ, Zφ, Aφ)

• The solution for             produces two self-consistency conditions (omit k = 0 in notation):
- The UV renormalized ap equation
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The Limiting Cases: BCS Limit

�3 �2 �1 0 1 2
�5

�4

�3

�2

�1

0

1

(akF )
−1

• Solution above: µ
�F

→ 1

➡ The EoS reduces to 

BCS 
regime
µ

�F

➡ The gap equation can be solved analytically for 

➡ Expression of a Fermi surface, weakly 
interacting fermion gas is approached

• Simplifications

0.0 0.5 1.0 1.5 2.0
0.0

0.5

1.0

1.5

2.0

2.5

3.0

single fermion excitation spectrum

qq ∼
√
�F

∆ = h2ρ
“gap”

E(F)
q =

�
( q2

2M − µ)2 + h2ρ
�1/2

n = nF + nB → nF

0 =
∂U

∂ρ
= − 1

a − M
8π

�
d3q

(2π)3 [
1

E(F)
q

tanh
E(F)

q

2T − 1

E(F)
q

|φ=µ=0]

µ
�F

→ 1
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The Limiting Cases: BCS Limit

• The result for the gap: 

➡ Condensation is very weakly expressed: only 
Fermions close to Fermi surface contribute

Fermi surface

• Strongly expressed Fermi surface
• Result and interpretation:

➡ Scattering/Pairing highly local in momentum space

Locality in momentum space

Delocalization in position space

�3 �2 �1 0 1 2 3 4
0.0

0.5

1.0

1.5

2.0

2.5

• Comparison of BCS limit to extended MFT result

�2 0 2 4 6 8
0.0

0.2

0.4

0.6

0.8

1.0

(akF )
−1

(akF )
−1

➡ Strong deviations from BCS result once 

(akF )
−1 ∼ −1

∆ = h2ρ

∆ = 0.61�F e
− π

2akF

Fermi distribution

q

nq

kF

renormalized condensateρ̃0/n
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1
a =

�
−µ · 2M

The Limiting Cases: BEC Limit

�3 �2 �1 0 1 2
�5

�4

�3

�2

�1

0

1

(akF )
−1

BEC 
regime

µ

�F• Solution above: µ
�F

→ −∞

• Simplification of the gap equation: quite drastically,

�3 �2 �1 0 1 2
�5

�4

�3

�2

�1

0

1

µ

molecular bound 
state formation in 

vacuum

two-body vs. many-body
(akF )

−1

Ebind/2
atom scattering 

threshold

➡ The density scale k_F (also: temperature) have disappeared from the gap equation
➡ The many-body scales drop out: only two-body physics left!
➡ indeed, comparing to the two-body result obtained as Γk→0(vak) = lim

kF→0
Γk→0

��
T/�F>Tc/�F=const.

• The chemical potential plays the role of half 
the binding energy in this limit:

• Smooth crossover terminates in sharp 
       “second order phase transition” in vacuum

• Discussion:

Ebind = 2µ = −1/(Ma2)
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The Limiting Cases: BEC Limit

�3 �2 �1 0 1 2
�5

�4

�3

�2
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0

1

(akF )
−1

BEC 
regime

µ

�F

single Fermion excitation spectrum

0.0 0.5 1.0 1.5 2.0
0

2

4

6

8

µ/�F ≈ 1
µ/�F � 0

∆ = h2ρ

bare vev  for 
boson action field

➡ Strong gap        develops on the normal (        ) sector 
of the inverse fermion propagator

−µ ψ†ψ

E(F)
q =

�
( q2

2M − µ)2 + h2ρ
�1/2

ψψ➡ However, there is a piece from the anomalous part 
that is independent of −µ

➡ Analysis shows that the fermion density can be written

wave function 
renormalization

see def. renormalized 
quantities above!

nψ → 2Zφρ0 ≡ 2ρ̃0

• Solution above: µ
�F

→ −∞

• Simplification of the fermion density:
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The Limiting Cases: BEC Limit

�3 �2 �1 0 1 2
�5

�4

�3

�2

�1

0

1

(akF )
−1

BEC 
regime

µ

�F• Solution above: µ
�F

→ −∞

• Simplification of the renormalized couplings: Similar to 
the gap equation, they only feature the scale mu. The 
renormalized couplings are, for k -> 0,

Ãφ = Aφ/Zφ → 1/(4M)m̃2
φ = m2

φ/Zφ → −2µ

• I.e. for the inverse boson propagator for k -> 0

λ̃φ = λφ/Z
2
φ → 2

�
2Mµ = 2a

gap equation

Γ̃(2)
φ = Γ(2)

φ /Zφ →
�

2aρ̃0 iω + q2

4M + 2aρ̃0
−iω + q2

4M + 2aρ̃0 2aρ̃0

�

• I.e. for the bosonic contribution to the density

nφ = −∂m̃�

∂µ TrφΓ
(2)−1
φ (Q) → 2

�
d3q

(2π)3
1

exp(E(φ)
q /T )− 1

E(φ)
q =

� q2

4M ( q2

4M + 2aρ̃)
�1/2
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Emergence of an Effective Theory

• Summary: Expressing all quantities in terms of the renormalized quantities gives

• Equation of state 

➡ Reduction to an effective theory of “renormalized” bosonic bound states
• Mass 2M

• Interaction strength 2a

• Atom number 2

Local objects in position space

• All reference to the concrete value of Z is gone in the renormalized quantities

• Macroscopic measurements probe the renormalized quantities

• Microscopic probes can measure Z -> see later!

• NB: While boson mass and atom number follow from symmetry (Galilei invariance and temporally 
local gauge symmetry), the interaction strength 2a is an approximation. The exact answer is 0.6a 

• Renormalized inverse boson propagator

Γ̃(2)
φ = Γ(2)

φ /Zφ →
�

2aρ̃0 iω + q2

4M + 2aρ̃0
−iω + q2

4M + 2aρ̃0 2aρ̃0

�

n = 2ρ̃0 + 2

�
d3q

(2π)3
1

exp(E(φ)
q /T )− 1

• Discussion:
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Finite Temperatures

�2 0 2 4 6 8
0.00

0.05

0.10

0.15

0.20

0.25

0.30

BEC limit: Free bosons 
of atom number 2, mass 
2M

BCS limit: 
BCS theory

• So far: Crossover Physics at T=0

• Result for finite temperature phase diagram:

Tc
�FNormal state

Superfluid state

(akF )
−1

T (BEC)
c

�F
= 2π(6π2ζ(3/2))−2/3 ≈ 0.218
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Beyond mean field effects and challenges
at very different scales:

�2 0 2 4 6 8
0.00

0.05

0.10

0.15

0.20

0.25

0.30

(akF)−1

Tc

Many-Body fermion 
physics:
Thermodynamic scales

few-body physics of 
effective dimers:
microscopic scales

two-body bound state

critical behavior: 
long distance scales

zero crossing of fermion 
chemical potential

n =
k3

F
3π2 ,T

εM =− 1
Ma2 � T,

k2
F

2M

kld � n1/3,T 1/2,ε1/2
M

Challenges beyond Mean Field 

Strategy: Find an interpolation scheme which incorporates known physical 
effects in the limiting cases

Methods: t-matrix approaches, 2PI Effective Action, Functional RG, ...
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Few-Body Problems from the 
Functional Renormalization Group
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Few-Body Problems from FRG

• relevant for the many-body problem (BEC regime)
• benchmarking of the technique
• interest in its own right: e.g. Efimov effect in strongly interacting three-body systems 

(bosons, 3-species fermions), including nonuniversal features out of resonance

• Massive diagrammatic simplifications for nonrelativistic few-body problem:

• Motivation:

• Vacuum limit:

d ∼ k−1
F → ∞

T ∼ εF

n =
k3

F
3π2

Γk→0(vak) = lim
kF→0

Γk→0

��
T/�F>Tc/�F=const.

• In this constrained limit, remain in symmetric phase: no off-diagonal order 

vertex with n in-fields and m out-fields

⇒ Γ(n,m)
k ∼ δn,m
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• Flow of the diagonal vertices in vertex expansion:
one-loop structure: the highest vertex is:

∂tΓ
(n,n)
k =

n+1�

m

∂̃tΓ
(m,m)
k

• Implication: nonrelativistic n-body problem solvable within vertex expansion to order n 

• In particular, inverse propagators diagonal; the “masses” are semi-positive (stable gs)

Γ(2,0)
k = Γ(0,2)

k = 0n+m = 2 : Γ(1,1)
k (Q = 0) ≥ 0

• Poles in a definite half-plane of the complex plane. Thus, diagrams with cyclic flow direction 
vanish (residue theorem)

• physical interpretation: no nonrelativistic antiparticles

• NB: e.g. Fermi surface µ > 0 �q − µthus has no definite sign (-> particle-hole fluctuations)

e.g. �= 0

n in n out

Γ(n+1,n+1)
k

∂̃t = 0

but

Few-Body Problems from FRG

→ 0∂̃t ∂̃t
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• Vertex expansions keeping full momentum dependence are manageable for 
specific scattering problems if kinematic simplifications can be used (SD, Krahl, 
Scherer ʼ08; Floerchinger, Schmidt, Moroz, Wetterich ʼ09)

• The resulting exact solutions can be compared to simplified truncations to get 
analytical insights (Moroz, Floerchinger, Schmidt, Wetterich ʼ09 three-body (Efimov) problem; Birse 
et al. four-body problem ʼ10; see review by Floerchinger, Moroz, Schmidt arxiv.1102.0896)

Vertex Expansions in Vacuum

• The solution of the fully momentum dependent two-body problem (NB: fermionic sector does not renormalize):
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FIG. 1. Graphical representation of the flow equation for the
inverse bosonic propagator [cf. Eq. (17)] in the vacuum limit. Bosons
(dimers) are denoted by dashed lines, fermions (atoms) by solid lines.
Dots stand for the Yukawa coupling hϕ , which is not renormalized in
vacuum.

the functional derivative

Pk,ϕ(Q1,Q2) = δ2

δϕ∗(Q1)δϕ(Q2)

∣∣∣∣
ϕ=0,ψ=0

$k. (16)

We extract it by applying this prescription to both sides of
Eq. (1), where in practice we expand the logarithm on the rhs
in powers of the bosonic field. The inverse bosonic propagator
is diagonal in momentum space,Pk,ϕ(Q,K) = Pk,ϕ(Q)δ(Q −
K). This yields the flow equation (cf. Fig. 1)

k∂kδPk,ϕ(Q) = −
∫

K

k∂̃k

h2
ϕ

(PF(−K) + k2)(PF(K + Q) + k2)

=
h2

ϕk2

8π

1
√

iω/2 + q2/4 − σA + k2
. (17)

The flow is large (∼k) for large cutoffs k. This reflects the
presence of a relevant parameter and indicates the necessity of
an UV renormalization in the language of the flow equation. To
make the physics more transparent, we may consider the flows
of the Q $= 0 and Q = 0 (mass term) components separately,

k∂k[δPk,ϕ(Q) − δPk,ϕ(0)]

=
h2

ϕk2

8π

(
1

√
iω/2 + q2/4 − σA + k2

− 1
√

−σA + k2

)

∼ O(1/k),

k∂kδPk,ϕ(0) ≡ k∂km
2
ϕ

=
h2

ϕ

8π

k2

√
−σA + k2

∼ O(k). (18)

Thus only the mass term m2
ϕ = δPk,ϕ(0) is UV sensitive, while

the Q $= 0 components are not. In the broad resonance limit
hϕ → ∞, we therefore find universality from the flow equa-
tions: assuming initial conditions O(1), the loop contributions
are O(h2

φ) and will therefore dominate the physical values of
the couplings in the infrared limit, while memory of the initial
conditions is lost. There is only a single relevant coupling, the
mass term. This is the reason why we do not have to specify
more details of the microscopic inverse boson propagator in
Eq. (2). For a more detailed discussion of universality in the
frame of RG equations, we refer to [25].

As indicated in Sec. II, the initial condition for the inverse
boson propagator is given by Pin,ϕ(0) = ν which defines the
“classical” action for the boson degrees of freedom. Integrating
the mass term in Eq. (18) from the initial scale kin → ∞ down
to the infrared limit k = 0, we find the following relation:

ν(B) + δνin − P0,ϕ(0) =
h2

ϕ

8π
kin −

h2
ϕ

8π

√
−σA. (19)

The UV renormalization is thus performed by the choice
δνin = h2

ϕ/(8π ) kin. Furthermore, we use the exact constraint
Eq. (14) for positive scattering lengths, P0,ϕ(0) = 0, and
conclude the relation [cf. Eq. (6)]

a = −
h2

ϕ

8πν(B)
= 1√

−σA
. (20)

Since −σA is the gap in the fermion propagator, it may be
interpreted as half the binding energy of a molecule, εM =
2σA : −σA is the amount of energy that has to be given to each
of the fermions bound in a dimer in order to reach the scattering
threshold. Therefore, we find the well known relation between
scattering length and binding energy,

ε̂M = 2σ̂A = −1/Mâ2. (21)

The scale dependent inverse boson propagator in vacuum is
thus given by

$
(2)
k=0(Q) = Pk,ϕ(Q) = ν(B) + δPk,ϕ(Q)

=
h2

ϕ

8π
(−a−1 +

√
iω/2 + q2/4 − σA + k2). (22)

In the presence of a nonzero binding energy (σA < 0), we may
expand the square root. Using Eq. (20), we end up with

$
(2)
k=0(Q) ≈

h2
ϕ

32π
√

−σA
(iω + q2/2)

= ε−1
k ĥ2

ϕ

M2â

8π

(
iω̂ + q̂2

4M

)
, (23)

which is the inverse Euclidean propagator for elementary
bosons of nonrelativistic mass 2M , dressed with a wave
function renormalization

Zϕ =
h2

ϕ

32π
√

−σA
=

h2
ϕa

32π
. (24)

The wave function renormalization coincides with the one
obtained in [17,25,26] in the frame of a derivative expansion
for the effective action. Switching to Minkowski space we
obtain the dimer dispersion ω̂ = q̂2/(4M). However, in the
following calculations we use Eq. (22).

Let us summarize the results for the two-body problem. We
have shown from diagrammatic arguments that the fermion
propagator and the Feshbach coupling are not renormalized
in vacuum. The renormalization of the boson propagator can
be considered keeping the full frequency and momentum
dependence. The flow is driven by fermionic diagrams only.
We emphasize that the solution of the two-body problem is
exact as expected for point-like interactions. In our formalism,
this is reflected by the fact that the two-body sector decouples
from the flow equations for the higher order vertices: no higher
order couplings enter Eq. (17). Extending the truncation to
even higher order vertices, or including the fermion-dimer
vertex ϕψϕ∗ψ† does not change the situation, since there
are only two external lines in the two-body problem and
the flow equation involves only one-loop diagrams, such that
contributions from such vertices cannot appear.

004000-5

• Relation to derivative expansion: large binding energy

∂k = 0

P1: AAA
CN10084 PRC August 28, 2008 1:9

THREE-BODY SCATTERING FROM NONPERTURBATIVE . . . PHYSICAL REVIEW C 00, 004000 (2008)

FIG. 1. Graphical representation of the flow equation for the
inverse bosonic propagator [cf. Eq. (17)] in the vacuum limit. Bosons
(dimers) are denoted by dashed lines, fermions (atoms) by solid lines.
Dots stand for the Yukawa coupling hϕ , which is not renormalized in
vacuum.

the functional derivative

Pk,ϕ(Q1,Q2) = δ2

δϕ∗(Q1)δϕ(Q2)

∣∣∣∣
ϕ=0,ψ=0

$k. (16)

We extract it by applying this prescription to both sides of
Eq. (1), where in practice we expand the logarithm on the rhs
in powers of the bosonic field. The inverse bosonic propagator
is diagonal in momentum space,Pk,ϕ(Q,K) = Pk,ϕ(Q)δ(Q −
K). This yields the flow equation (cf. Fig. 1)

k∂kδPk,ϕ(Q) = −
∫

K

k∂̃k

h2
ϕ

(PF(−K) + k2)(PF(K + Q) + k2)

=
h2

ϕk2

8π

1
√

iω/2 + q2/4 − σA + k2
. (17)

The flow is large (∼k) for large cutoffs k. This reflects the
presence of a relevant parameter and indicates the necessity of
an UV renormalization in the language of the flow equation. To
make the physics more transparent, we may consider the flows
of the Q $= 0 and Q = 0 (mass term) components separately,

k∂k[δPk,ϕ(Q) − δPk,ϕ(0)]

=
h2

ϕk2

8π

(
1

√
iω/2 + q2/4 − σA + k2

− 1
√

−σA + k2

)

∼ O(1/k),

k∂kδPk,ϕ(0) ≡ k∂km
2
ϕ

=
h2

ϕ

8π

k2

√
−σA + k2

∼ O(k). (18)

Thus only the mass term m2
ϕ = δPk,ϕ(0) is UV sensitive, while

the Q $= 0 components are not. In the broad resonance limit
hϕ → ∞, we therefore find universality from the flow equa-
tions: assuming initial conditions O(1), the loop contributions
are O(h2

φ) and will therefore dominate the physical values of
the couplings in the infrared limit, while memory of the initial
conditions is lost. There is only a single relevant coupling, the
mass term. This is the reason why we do not have to specify
more details of the microscopic inverse boson propagator in
Eq. (2). For a more detailed discussion of universality in the
frame of RG equations, we refer to [25].

As indicated in Sec. II, the initial condition for the inverse
boson propagator is given by Pin,ϕ(0) = ν which defines the
“classical” action for the boson degrees of freedom. Integrating
the mass term in Eq. (18) from the initial scale kin → ∞ down
to the infrared limit k = 0, we find the following relation:

ν(B) + δνin − P0,ϕ(0) =
h2

ϕ

8π
kin −

h2
ϕ

8π

√
−σA. (19)

The UV renormalization is thus performed by the choice
δνin = h2

ϕ/(8π ) kin. Furthermore, we use the exact constraint
Eq. (14) for positive scattering lengths, P0,ϕ(0) = 0, and
conclude the relation [cf. Eq. (6)]

a = −
h2

ϕ

8πν(B)
= 1√

−σA
. (20)

Since −σA is the gap in the fermion propagator, it may be
interpreted as half the binding energy of a molecule, εM =
2σA : −σA is the amount of energy that has to be given to each
of the fermions bound in a dimer in order to reach the scattering
threshold. Therefore, we find the well known relation between
scattering length and binding energy,

ε̂M = 2σ̂A = −1/Mâ2. (21)

The scale dependent inverse boson propagator in vacuum is
thus given by

$
(2)
k=0(Q) = Pk,ϕ(Q) = ν(B) + δPk,ϕ(Q)

=
h2

ϕ

8π
(−a−1 +

√
iω/2 + q2/4 − σA + k2). (22)

In the presence of a nonzero binding energy (σA < 0), we may
expand the square root. Using Eq. (20), we end up with

$
(2)
k=0(Q) ≈

h2
ϕ

32π
√

−σA
(iω + q2/2)

= ε−1
k ĥ2

ϕ

M2â

8π

(
iω̂ + q̂2

4M

)
, (23)

which is the inverse Euclidean propagator for elementary
bosons of nonrelativistic mass 2M , dressed with a wave
function renormalization

Zϕ =
h2

ϕ

32π
√

−σA
=

h2
ϕa

32π
. (24)

The wave function renormalization coincides with the one
obtained in [17,25,26] in the frame of a derivative expansion
for the effective action. Switching to Minkowski space we
obtain the dimer dispersion ω̂ = q̂2/(4M). However, in the
following calculations we use Eq. (22).

Let us summarize the results for the two-body problem. We
have shown from diagrammatic arguments that the fermion
propagator and the Feshbach coupling are not renormalized
in vacuum. The renormalization of the boson propagator can
be considered keeping the full frequency and momentum
dependence. The flow is driven by fermionic diagrams only.
We emphasize that the solution of the two-body problem is
exact as expected for point-like interactions. In our formalism,
this is reflected by the fact that the two-body sector decouples
from the flow equations for the higher order vertices: no higher
order couplings enter Eq. (17). Extending the truncation to
even higher order vertices, or including the fermion-dimer
vertex ϕψϕ∗ψ† does not change the situation, since there
are only two external lines in the two-body problem and
the flow equation involves only one-loop diagrams, such that
contributions from such vertices cannot appear.
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FIG. 1. Graphical representation of the flow equation for the
inverse bosonic propagator [cf. Eq. (17)] in the vacuum limit. Bosons
(dimers) are denoted by dashed lines, fermions (atoms) by solid lines.
Dots stand for the Yukawa coupling hϕ , which is not renormalized in
vacuum.

the functional derivative

Pk,ϕ(Q1,Q2) = δ2

δϕ∗(Q1)δϕ(Q2)

∣∣∣∣
ϕ=0,ψ=0

$k. (16)

We extract it by applying this prescription to both sides of
Eq. (1), where in practice we expand the logarithm on the rhs
in powers of the bosonic field. The inverse bosonic propagator
is diagonal in momentum space,Pk,ϕ(Q,K) = Pk,ϕ(Q)δ(Q −
K). This yields the flow equation (cf. Fig. 1)

k∂kδPk,ϕ(Q) = −
∫

K

k∂̃k

h2
ϕ

(PF(−K) + k2)(PF(K + Q) + k2)

=
h2

ϕk2

8π

1
√

iω/2 + q2/4 − σA + k2
. (17)

The flow is large (∼k) for large cutoffs k. This reflects the
presence of a relevant parameter and indicates the necessity of
an UV renormalization in the language of the flow equation. To
make the physics more transparent, we may consider the flows
of the Q $= 0 and Q = 0 (mass term) components separately,

k∂k[δPk,ϕ(Q) − δPk,ϕ(0)]

=
h2

ϕk2

8π

(
1

√
iω/2 + q2/4 − σA + k2

− 1
√

−σA + k2

)

∼ O(1/k),

k∂kδPk,ϕ(0) ≡ k∂km
2
ϕ

=
h2

ϕ

8π

k2

√
−σA + k2

∼ O(k). (18)

Thus only the mass term m2
ϕ = δPk,ϕ(0) is UV sensitive, while

the Q $= 0 components are not. In the broad resonance limit
hϕ → ∞, we therefore find universality from the flow equa-
tions: assuming initial conditions O(1), the loop contributions
are O(h2

φ) and will therefore dominate the physical values of
the couplings in the infrared limit, while memory of the initial
conditions is lost. There is only a single relevant coupling, the
mass term. This is the reason why we do not have to specify
more details of the microscopic inverse boson propagator in
Eq. (2). For a more detailed discussion of universality in the
frame of RG equations, we refer to [25].

As indicated in Sec. II, the initial condition for the inverse
boson propagator is given by Pin,ϕ(0) = ν which defines the
“classical” action for the boson degrees of freedom. Integrating
the mass term in Eq. (18) from the initial scale kin → ∞ down
to the infrared limit k = 0, we find the following relation:

ν(B) + δνin − P0,ϕ(0) =
h2

ϕ

8π
kin −

h2
ϕ

8π

√
−σA. (19)

The UV renormalization is thus performed by the choice
δνin = h2

ϕ/(8π ) kin. Furthermore, we use the exact constraint
Eq. (14) for positive scattering lengths, P0,ϕ(0) = 0, and
conclude the relation [cf. Eq. (6)]

a = −
h2

ϕ

8πν(B)
= 1√

−σA
. (20)

Since −σA is the gap in the fermion propagator, it may be
interpreted as half the binding energy of a molecule, εM =
2σA : −σA is the amount of energy that has to be given to each
of the fermions bound in a dimer in order to reach the scattering
threshold. Therefore, we find the well known relation between
scattering length and binding energy,

ε̂M = 2σ̂A = −1/Mâ2. (21)

The scale dependent inverse boson propagator in vacuum is
thus given by

$
(2)
k=0(Q) = Pk,ϕ(Q) = ν(B) + δPk,ϕ(Q)

=
h2

ϕ

8π
(−a−1 +

√
iω/2 + q2/4 − σA + k2). (22)

In the presence of a nonzero binding energy (σA < 0), we may
expand the square root. Using Eq. (20), we end up with

$
(2)
k=0(Q) ≈

h2
ϕ

32π
√

−σA
(iω + q2/2)

= ε−1
k ĥ2

ϕ

M2â

8π

(
iω̂ + q̂2

4M

)
, (23)

which is the inverse Euclidean propagator for elementary
bosons of nonrelativistic mass 2M , dressed with a wave
function renormalization

Zϕ =
h2

ϕ

32π
√

−σA
=

h2
ϕa

32π
. (24)

The wave function renormalization coincides with the one
obtained in [17,25,26] in the frame of a derivative expansion
for the effective action. Switching to Minkowski space we
obtain the dimer dispersion ω̂ = q̂2/(4M). However, in the
following calculations we use Eq. (22).

Let us summarize the results for the two-body problem. We
have shown from diagrammatic arguments that the fermion
propagator and the Feshbach coupling are not renormalized
in vacuum. The renormalization of the boson propagator can
be considered keeping the full frequency and momentum
dependence. The flow is driven by fermionic diagrams only.
We emphasize that the solution of the two-body problem is
exact as expected for point-like interactions. In our formalism,
this is reflected by the fact that the two-body sector decouples
from the flow equations for the higher order vertices: no higher
order couplings enter Eq. (17). Extending the truncation to
even higher order vertices, or including the fermion-dimer
vertex ϕψϕ∗ψ† does not change the situation, since there
are only two external lines in the two-body problem and
the flow equation involves only one-loop diagrams, such that
contributions from such vertices cannot appear.
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FIG. 1. Graphical representation of the flow equation for the
inverse bosonic propagator [cf. Eq. (17)] in the vacuum limit. Bosons
(dimers) are denoted by dashed lines, fermions (atoms) by solid lines.
Dots stand for the Yukawa coupling hϕ , which is not renormalized in
vacuum.

the functional derivative

Pk,ϕ(Q1,Q2) = δ2

δϕ∗(Q1)δϕ(Q2)

∣∣∣∣
ϕ=0,ψ=0

$k. (16)

We extract it by applying this prescription to both sides of
Eq. (1), where in practice we expand the logarithm on the rhs
in powers of the bosonic field. The inverse bosonic propagator
is diagonal in momentum space,Pk,ϕ(Q,K) = Pk,ϕ(Q)δ(Q −
K). This yields the flow equation (cf. Fig. 1)

k∂kδPk,ϕ(Q) = −
∫

K

k∂̃k

h2
ϕ

(PF(−K) + k2)(PF(K + Q) + k2)

=
h2

ϕk2

8π

1
√

iω/2 + q2/4 − σA + k2
. (17)

The flow is large (∼k) for large cutoffs k. This reflects the
presence of a relevant parameter and indicates the necessity of
an UV renormalization in the language of the flow equation. To
make the physics more transparent, we may consider the flows
of the Q $= 0 and Q = 0 (mass term) components separately,

k∂k[δPk,ϕ(Q) − δPk,ϕ(0)]

=
h2

ϕk2

8π

(
1

√
iω/2 + q2/4 − σA + k2

− 1
√

−σA + k2

)

∼ O(1/k),

k∂kδPk,ϕ(0) ≡ k∂km
2
ϕ

=
h2

ϕ

8π

k2

√
−σA + k2

∼ O(k). (18)

Thus only the mass term m2
ϕ = δPk,ϕ(0) is UV sensitive, while

the Q $= 0 components are not. In the broad resonance limit
hϕ → ∞, we therefore find universality from the flow equa-
tions: assuming initial conditions O(1), the loop contributions
are O(h2

φ) and will therefore dominate the physical values of
the couplings in the infrared limit, while memory of the initial
conditions is lost. There is only a single relevant coupling, the
mass term. This is the reason why we do not have to specify
more details of the microscopic inverse boson propagator in
Eq. (2). For a more detailed discussion of universality in the
frame of RG equations, we refer to [25].

As indicated in Sec. II, the initial condition for the inverse
boson propagator is given by Pin,ϕ(0) = ν which defines the
“classical” action for the boson degrees of freedom. Integrating
the mass term in Eq. (18) from the initial scale kin → ∞ down
to the infrared limit k = 0, we find the following relation:

ν(B) + δνin − P0,ϕ(0) =
h2

ϕ

8π
kin −

h2
ϕ

8π

√
−σA. (19)

The UV renormalization is thus performed by the choice
δνin = h2

ϕ/(8π ) kin. Furthermore, we use the exact constraint
Eq. (14) for positive scattering lengths, P0,ϕ(0) = 0, and
conclude the relation [cf. Eq. (6)]

a = −
h2

ϕ

8πν(B)
= 1√

−σA
. (20)

Since −σA is the gap in the fermion propagator, it may be
interpreted as half the binding energy of a molecule, εM =
2σA : −σA is the amount of energy that has to be given to each
of the fermions bound in a dimer in order to reach the scattering
threshold. Therefore, we find the well known relation between
scattering length and binding energy,

ε̂M = 2σ̂A = −1/Mâ2. (21)

The scale dependent inverse boson propagator in vacuum is
thus given by

$
(2)
k=0(Q) = Pk,ϕ(Q) = ν(B) + δPk,ϕ(Q)

=
h2

ϕ

8π
(−a−1 +

√
iω/2 + q2/4 − σA + k2). (22)

In the presence of a nonzero binding energy (σA < 0), we may
expand the square root. Using Eq. (20), we end up with

$
(2)
k=0(Q) ≈

h2
ϕ

32π
√

−σA
(iω + q2/2)

= ε−1
k ĥ2

ϕ

M2â

8π

(
iω̂ + q̂2

4M

)
, (23)

which is the inverse Euclidean propagator for elementary
bosons of nonrelativistic mass 2M , dressed with a wave
function renormalization

Zϕ =
h2

ϕ

32π
√

−σA
=

h2
ϕa

32π
. (24)

The wave function renormalization coincides with the one
obtained in [17,25,26] in the frame of a derivative expansion
for the effective action. Switching to Minkowski space we
obtain the dimer dispersion ω̂ = q̂2/(4M). However, in the
following calculations we use Eq. (22).

Let us summarize the results for the two-body problem. We
have shown from diagrammatic arguments that the fermion
propagator and the Feshbach coupling are not renormalized
in vacuum. The renormalization of the boson propagator can
be considered keeping the full frequency and momentum
dependence. The flow is driven by fermionic diagrams only.
We emphasize that the solution of the two-body problem is
exact as expected for point-like interactions. In our formalism,
this is reflected by the fact that the two-body sector decouples
from the flow equations for the higher order vertices: no higher
order couplings enter Eq. (17). Extending the truncation to
even higher order vertices, or including the fermion-dimer
vertex ϕψϕ∗ψ† does not change the situation, since there
are only two external lines in the two-body problem and
the flow equation involves only one-loop diagrams, such that
contributions from such vertices cannot appear.
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FIG. 1. Graphical representation of the flow equation for the
inverse bosonic propagator [cf. Eq. (17)] in the vacuum limit. Bosons
(dimers) are denoted by dashed lines, fermions (atoms) by solid lines.
Dots stand for the Yukawa coupling hϕ , which is not renormalized in
vacuum.

the functional derivative

Pk,ϕ(Q1,Q2) = δ2

δϕ∗(Q1)δϕ(Q2)

∣∣∣∣
ϕ=0,ψ=0

$k. (16)

We extract it by applying this prescription to both sides of
Eq. (1), where in practice we expand the logarithm on the rhs
in powers of the bosonic field. The inverse bosonic propagator
is diagonal in momentum space,Pk,ϕ(Q,K) = Pk,ϕ(Q)δ(Q −
K). This yields the flow equation (cf. Fig. 1)

k∂kδPk,ϕ(Q) = −
∫

K

k∂̃k

h2
ϕ

(PF(−K) + k2)(PF(K + Q) + k2)

=
h2

ϕk2

8π

1
√

iω/2 + q2/4 − σA + k2
. (17)

The flow is large (∼k) for large cutoffs k. This reflects the
presence of a relevant parameter and indicates the necessity of
an UV renormalization in the language of the flow equation. To
make the physics more transparent, we may consider the flows
of the Q $= 0 and Q = 0 (mass term) components separately,

k∂k[δPk,ϕ(Q) − δPk,ϕ(0)]

=
h2

ϕk2

8π

(
1

√
iω/2 + q2/4 − σA + k2

− 1
√

−σA + k2

)

∼ O(1/k),

k∂kδPk,ϕ(0) ≡ k∂km
2
ϕ

=
h2

ϕ

8π

k2

√
−σA + k2

∼ O(k). (18)

Thus only the mass term m2
ϕ = δPk,ϕ(0) is UV sensitive, while

the Q $= 0 components are not. In the broad resonance limit
hϕ → ∞, we therefore find universality from the flow equa-
tions: assuming initial conditions O(1), the loop contributions
are O(h2

φ) and will therefore dominate the physical values of
the couplings in the infrared limit, while memory of the initial
conditions is lost. There is only a single relevant coupling, the
mass term. This is the reason why we do not have to specify
more details of the microscopic inverse boson propagator in
Eq. (2). For a more detailed discussion of universality in the
frame of RG equations, we refer to [25].

As indicated in Sec. II, the initial condition for the inverse
boson propagator is given by Pin,ϕ(0) = ν which defines the
“classical” action for the boson degrees of freedom. Integrating
the mass term in Eq. (18) from the initial scale kin → ∞ down
to the infrared limit k = 0, we find the following relation:

ν(B) + δνin − P0,ϕ(0) =
h2

ϕ

8π
kin −

h2
ϕ

8π

√
−σA. (19)

The UV renormalization is thus performed by the choice
δνin = h2

ϕ/(8π ) kin. Furthermore, we use the exact constraint
Eq. (14) for positive scattering lengths, P0,ϕ(0) = 0, and
conclude the relation [cf. Eq. (6)]

a = −
h2

ϕ

8πν(B)
= 1√

−σA
. (20)

Since −σA is the gap in the fermion propagator, it may be
interpreted as half the binding energy of a molecule, εM =
2σA : −σA is the amount of energy that has to be given to each
of the fermions bound in a dimer in order to reach the scattering
threshold. Therefore, we find the well known relation between
scattering length and binding energy,

ε̂M = 2σ̂A = −1/Mâ2. (21)

The scale dependent inverse boson propagator in vacuum is
thus given by

$
(2)
k=0(Q) = Pk,ϕ(Q) = ν(B) + δPk,ϕ(Q)

=
h2

ϕ

8π
(−a−1 +

√
iω/2 + q2/4 − σA + k2). (22)

In the presence of a nonzero binding energy (σA < 0), we may
expand the square root. Using Eq. (20), we end up with

$
(2)
k=0(Q) ≈

h2
ϕ

32π
√

−σA
(iω + q2/2)

= ε−1
k ĥ2

ϕ

M2â

8π

(
iω̂ + q̂2

4M

)
, (23)

which is the inverse Euclidean propagator for elementary
bosons of nonrelativistic mass 2M , dressed with a wave
function renormalization

Zϕ =
h2

ϕ

32π
√

−σA
=

h2
ϕa

32π
. (24)

The wave function renormalization coincides with the one
obtained in [17,25,26] in the frame of a derivative expansion
for the effective action. Switching to Minkowski space we
obtain the dimer dispersion ω̂ = q̂2/(4M). However, in the
following calculations we use Eq. (22).

Let us summarize the results for the two-body problem. We
have shown from diagrammatic arguments that the fermion
propagator and the Feshbach coupling are not renormalized
in vacuum. The renormalization of the boson propagator can
be considered keeping the full frequency and momentum
dependence. The flow is driven by fermionic diagrams only.
We emphasize that the solution of the two-body problem is
exact as expected for point-like interactions. In our formalism,
this is reflected by the fact that the two-body sector decouples
from the flow equations for the higher order vertices: no higher
order couplings enter Eq. (17). Extending the truncation to
even higher order vertices, or including the fermion-dimer
vertex ϕψϕ∗ψ† does not change the situation, since there
are only two external lines in the two-body problem and
the flow equation involves only one-loop diagrams, such that
contributions from such vertices cannot appear.
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FIG. 1. Graphical representation of the flow equation for the
inverse bosonic propagator [cf. Eq. (17)] in the vacuum limit. Bosons
(dimers) are denoted by dashed lines, fermions (atoms) by solid lines.
Dots stand for the Yukawa coupling hϕ , which is not renormalized in
vacuum.

the functional derivative

Pk,ϕ(Q1,Q2) = δ2

δϕ∗(Q1)δϕ(Q2)

∣∣∣∣
ϕ=0,ψ=0

$k. (16)

We extract it by applying this prescription to both sides of
Eq. (1), where in practice we expand the logarithm on the rhs
in powers of the bosonic field. The inverse bosonic propagator
is diagonal in momentum space,Pk,ϕ(Q,K) = Pk,ϕ(Q)δ(Q −
K). This yields the flow equation (cf. Fig. 1)

k∂kδPk,ϕ(Q) = −
∫

K

k∂̃k

h2
ϕ

(PF(−K) + k2)(PF(K + Q) + k2)

=
h2

ϕk2

8π

1
√

iω/2 + q2/4 − σA + k2
. (17)

The flow is large (∼k) for large cutoffs k. This reflects the
presence of a relevant parameter and indicates the necessity of
an UV renormalization in the language of the flow equation. To
make the physics more transparent, we may consider the flows
of the Q $= 0 and Q = 0 (mass term) components separately,

k∂k[δPk,ϕ(Q) − δPk,ϕ(0)]

=
h2

ϕk2

8π

(
1

√
iω/2 + q2/4 − σA + k2

− 1
√

−σA + k2

)

∼ O(1/k),

k∂kδPk,ϕ(0) ≡ k∂km
2
ϕ

=
h2

ϕ

8π

k2

√
−σA + k2

∼ O(k). (18)

Thus only the mass term m2
ϕ = δPk,ϕ(0) is UV sensitive, while

the Q $= 0 components are not. In the broad resonance limit
hϕ → ∞, we therefore find universality from the flow equa-
tions: assuming initial conditions O(1), the loop contributions
are O(h2

φ) and will therefore dominate the physical values of
the couplings in the infrared limit, while memory of the initial
conditions is lost. There is only a single relevant coupling, the
mass term. This is the reason why we do not have to specify
more details of the microscopic inverse boson propagator in
Eq. (2). For a more detailed discussion of universality in the
frame of RG equations, we refer to [25].

As indicated in Sec. II, the initial condition for the inverse
boson propagator is given by Pin,ϕ(0) = ν which defines the
“classical” action for the boson degrees of freedom. Integrating
the mass term in Eq. (18) from the initial scale kin → ∞ down
to the infrared limit k = 0, we find the following relation:

ν(B) + δνin − P0,ϕ(0) =
h2

ϕ

8π
kin −

h2
ϕ

8π

√
−σA. (19)

The UV renormalization is thus performed by the choice
δνin = h2

ϕ/(8π ) kin. Furthermore, we use the exact constraint
Eq. (14) for positive scattering lengths, P0,ϕ(0) = 0, and
conclude the relation [cf. Eq. (6)]

a = −
h2

ϕ

8πν(B)
= 1√

−σA
. (20)

Since −σA is the gap in the fermion propagator, it may be
interpreted as half the binding energy of a molecule, εM =
2σA : −σA is the amount of energy that has to be given to each
of the fermions bound in a dimer in order to reach the scattering
threshold. Therefore, we find the well known relation between
scattering length and binding energy,

ε̂M = 2σ̂A = −1/Mâ2. (21)

The scale dependent inverse boson propagator in vacuum is
thus given by

$
(2)
k=0(Q) = Pk,ϕ(Q) = ν(B) + δPk,ϕ(Q)

=
h2

ϕ

8π
(−a−1 +

√
iω/2 + q2/4 − σA + k2). (22)

In the presence of a nonzero binding energy (σA < 0), we may
expand the square root. Using Eq. (20), we end up with

$
(2)
k=0(Q) ≈

h2
ϕ

32π
√

−σA
(iω + q2/2)

= ε−1
k ĥ2

ϕ

M2â

8π

(
iω̂ + q̂2

4M

)
, (23)

which is the inverse Euclidean propagator for elementary
bosons of nonrelativistic mass 2M , dressed with a wave
function renormalization

Zϕ =
h2

ϕ

32π
√

−σA
=

h2
ϕa

32π
. (24)

The wave function renormalization coincides with the one
obtained in [17,25,26] in the frame of a derivative expansion
for the effective action. Switching to Minkowski space we
obtain the dimer dispersion ω̂ = q̂2/(4M). However, in the
following calculations we use Eq. (22).

Let us summarize the results for the two-body problem. We
have shown from diagrammatic arguments that the fermion
propagator and the Feshbach coupling are not renormalized
in vacuum. The renormalization of the boson propagator can
be considered keeping the full frequency and momentum
dependence. The flow is driven by fermionic diagrams only.
We emphasize that the solution of the two-body problem is
exact as expected for point-like interactions. In our formalism,
this is reflected by the fact that the two-body sector decouples
from the flow equations for the higher order vertices: no higher
order couplings enter Eq. (17). Extending the truncation to
even higher order vertices, or including the fermion-dimer
vertex ϕψϕ∗ψ† does not change the situation, since there
are only two external lines in the two-body problem and
the flow equation involves only one-loop diagrams, such that
contributions from such vertices cannot appear.
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FIG. 1. Graphical representation of the flow equation for the
inverse bosonic propagator [cf. Eq. (17)] in the vacuum limit. Bosons
(dimers) are denoted by dashed lines, fermions (atoms) by solid lines.
Dots stand for the Yukawa coupling hϕ , which is not renormalized in
vacuum.

the functional derivative

Pk,ϕ(Q1,Q2) = δ2

δϕ∗(Q1)δϕ(Q2)

∣∣∣∣
ϕ=0,ψ=0

$k. (16)

We extract it by applying this prescription to both sides of
Eq. (1), where in practice we expand the logarithm on the rhs
in powers of the bosonic field. The inverse bosonic propagator
is diagonal in momentum space,Pk,ϕ(Q,K) = Pk,ϕ(Q)δ(Q −
K). This yields the flow equation (cf. Fig. 1)

k∂kδPk,ϕ(Q) = −
∫

K

k∂̃k

h2
ϕ

(PF(−K) + k2)(PF(K + Q) + k2)

=
h2

ϕk2

8π

1
√

iω/2 + q2/4 − σA + k2
. (17)

The flow is large (∼k) for large cutoffs k. This reflects the
presence of a relevant parameter and indicates the necessity of
an UV renormalization in the language of the flow equation. To
make the physics more transparent, we may consider the flows
of the Q $= 0 and Q = 0 (mass term) components separately,

k∂k[δPk,ϕ(Q) − δPk,ϕ(0)]

=
h2

ϕk2

8π

(
1

√
iω/2 + q2/4 − σA + k2

− 1
√

−σA + k2

)

∼ O(1/k),

k∂kδPk,ϕ(0) ≡ k∂km
2
ϕ

=
h2

ϕ

8π

k2

√
−σA + k2

∼ O(k). (18)

Thus only the mass term m2
ϕ = δPk,ϕ(0) is UV sensitive, while

the Q $= 0 components are not. In the broad resonance limit
hϕ → ∞, we therefore find universality from the flow equa-
tions: assuming initial conditions O(1), the loop contributions
are O(h2

φ) and will therefore dominate the physical values of
the couplings in the infrared limit, while memory of the initial
conditions is lost. There is only a single relevant coupling, the
mass term. This is the reason why we do not have to specify
more details of the microscopic inverse boson propagator in
Eq. (2). For a more detailed discussion of universality in the
frame of RG equations, we refer to [25].

As indicated in Sec. II, the initial condition for the inverse
boson propagator is given by Pin,ϕ(0) = ν which defines the
“classical” action for the boson degrees of freedom. Integrating
the mass term in Eq. (18) from the initial scale kin → ∞ down
to the infrared limit k = 0, we find the following relation:

ν(B) + δνin − P0,ϕ(0) =
h2

ϕ

8π
kin −

h2
ϕ

8π

√
−σA. (19)

The UV renormalization is thus performed by the choice
δνin = h2

ϕ/(8π ) kin. Furthermore, we use the exact constraint
Eq. (14) for positive scattering lengths, P0,ϕ(0) = 0, and
conclude the relation [cf. Eq. (6)]

a = −
h2

ϕ

8πν(B)
= 1√

−σA
. (20)

Since −σA is the gap in the fermion propagator, it may be
interpreted as half the binding energy of a molecule, εM =
2σA : −σA is the amount of energy that has to be given to each
of the fermions bound in a dimer in order to reach the scattering
threshold. Therefore, we find the well known relation between
scattering length and binding energy,

ε̂M = 2σ̂A = −1/Mâ2. (21)

The scale dependent inverse boson propagator in vacuum is
thus given by

$
(2)
k=0(Q) = Pk,ϕ(Q) = ν(B) + δPk,ϕ(Q)

=
h2

ϕ

8π
(−a−1 +

√
iω/2 + q2/4 − σA + k2). (22)

In the presence of a nonzero binding energy (σA < 0), we may
expand the square root. Using Eq. (20), we end up with

$
(2)
k=0(Q) ≈

h2
ϕ

32π
√

−σA
(iω + q2/2)

= ε−1
k ĥ2

ϕ

M2â

8π

(
iω̂ + q̂2

4M

)
, (23)

which is the inverse Euclidean propagator for elementary
bosons of nonrelativistic mass 2M , dressed with a wave
function renormalization

Zϕ =
h2

ϕ

32π
√

−σA
=

h2
ϕa

32π
. (24)

The wave function renormalization coincides with the one
obtained in [17,25,26] in the frame of a derivative expansion
for the effective action. Switching to Minkowski space we
obtain the dimer dispersion ω̂ = q̂2/(4M). However, in the
following calculations we use Eq. (22).

Let us summarize the results for the two-body problem. We
have shown from diagrammatic arguments that the fermion
propagator and the Feshbach coupling are not renormalized
in vacuum. The renormalization of the boson propagator can
be considered keeping the full frequency and momentum
dependence. The flow is driven by fermionic diagrams only.
We emphasize that the solution of the two-body problem is
exact as expected for point-like interactions. In our formalism,
this is reflected by the fact that the two-body sector decouples
from the flow equations for the higher order vertices: no higher
order couplings enter Eq. (17). Extending the truncation to
even higher order vertices, or including the fermion-dimer
vertex ϕψϕ∗ψ† does not change the situation, since there
are only two external lines in the two-body problem and
the flow equation involves only one-loop diagrams, such that
contributions from such vertices cannot appear.
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FIG. 1. Graphical representation of the flow equation for the
inverse bosonic propagator [cf. Eq. (17)] in the vacuum limit. Bosons
(dimers) are denoted by dashed lines, fermions (atoms) by solid lines.
Dots stand for the Yukawa coupling hϕ , which is not renormalized in
vacuum.

the functional derivative

Pk,ϕ(Q1,Q2) = δ2

δϕ∗(Q1)δϕ(Q2)

∣∣∣∣
ϕ=0,ψ=0

$k. (16)

We extract it by applying this prescription to both sides of
Eq. (1), where in practice we expand the logarithm on the rhs
in powers of the bosonic field. The inverse bosonic propagator
is diagonal in momentum space,Pk,ϕ(Q,K) = Pk,ϕ(Q)δ(Q −
K). This yields the flow equation (cf. Fig. 1)

k∂kδPk,ϕ(Q) = −
∫

K

k∂̃k

h2
ϕ

(PF(−K) + k2)(PF(K + Q) + k2)

=
h2

ϕk2

8π

1
√

iω/2 + q2/4 − σA + k2
. (17)

The flow is large (∼k) for large cutoffs k. This reflects the
presence of a relevant parameter and indicates the necessity of
an UV renormalization in the language of the flow equation. To
make the physics more transparent, we may consider the flows
of the Q $= 0 and Q = 0 (mass term) components separately,

k∂k[δPk,ϕ(Q) − δPk,ϕ(0)]

=
h2

ϕk2

8π

(
1

√
iω/2 + q2/4 − σA + k2

− 1
√

−σA + k2

)

∼ O(1/k),

k∂kδPk,ϕ(0) ≡ k∂km
2
ϕ

=
h2

ϕ

8π

k2

√
−σA + k2

∼ O(k). (18)

Thus only the mass term m2
ϕ = δPk,ϕ(0) is UV sensitive, while

the Q $= 0 components are not. In the broad resonance limit
hϕ → ∞, we therefore find universality from the flow equa-
tions: assuming initial conditions O(1), the loop contributions
are O(h2

φ) and will therefore dominate the physical values of
the couplings in the infrared limit, while memory of the initial
conditions is lost. There is only a single relevant coupling, the
mass term. This is the reason why we do not have to specify
more details of the microscopic inverse boson propagator in
Eq. (2). For a more detailed discussion of universality in the
frame of RG equations, we refer to [25].

As indicated in Sec. II, the initial condition for the inverse
boson propagator is given by Pin,ϕ(0) = ν which defines the
“classical” action for the boson degrees of freedom. Integrating
the mass term in Eq. (18) from the initial scale kin → ∞ down
to the infrared limit k = 0, we find the following relation:

ν(B) + δνin − P0,ϕ(0) =
h2

ϕ

8π
kin −

h2
ϕ

8π

√
−σA. (19)

The UV renormalization is thus performed by the choice
δνin = h2

ϕ/(8π ) kin. Furthermore, we use the exact constraint
Eq. (14) for positive scattering lengths, P0,ϕ(0) = 0, and
conclude the relation [cf. Eq. (6)]

a = −
h2

ϕ

8πν(B)
= 1√

−σA
. (20)

Since −σA is the gap in the fermion propagator, it may be
interpreted as half the binding energy of a molecule, εM =
2σA : −σA is the amount of energy that has to be given to each
of the fermions bound in a dimer in order to reach the scattering
threshold. Therefore, we find the well known relation between
scattering length and binding energy,

ε̂M = 2σ̂A = −1/Mâ2. (21)

The scale dependent inverse boson propagator in vacuum is
thus given by

$
(2)
k=0(Q) = Pk,ϕ(Q) = ν(B) + δPk,ϕ(Q)

=
h2

ϕ

8π
(−a−1 +

√
iω/2 + q2/4 − σA + k2). (22)

In the presence of a nonzero binding energy (σA < 0), we may
expand the square root. Using Eq. (20), we end up with

$
(2)
k=0(Q) ≈

h2
ϕ

32π
√

−σA
(iω + q2/2)

= ε−1
k ĥ2

ϕ

M2â

8π

(
iω̂ + q̂2

4M

)
, (23)

which is the inverse Euclidean propagator for elementary
bosons of nonrelativistic mass 2M , dressed with a wave
function renormalization

Zϕ =
h2

ϕ

32π
√

−σA
=

h2
ϕa

32π
. (24)

The wave function renormalization coincides with the one
obtained in [17,25,26] in the frame of a derivative expansion
for the effective action. Switching to Minkowski space we
obtain the dimer dispersion ω̂ = q̂2/(4M). However, in the
following calculations we use Eq. (22).

Let us summarize the results for the two-body problem. We
have shown from diagrammatic arguments that the fermion
propagator and the Feshbach coupling are not renormalized
in vacuum. The renormalization of the boson propagator can
be considered keeping the full frequency and momentum
dependence. The flow is driven by fermionic diagrams only.
We emphasize that the solution of the two-body problem is
exact as expected for point-like interactions. In our formalism,
this is reflected by the fact that the two-body sector decouples
from the flow equations for the higher order vertices: no higher
order couplings enter Eq. (17). Extending the truncation to
even higher order vertices, or including the fermion-dimer
vertex ϕψϕ∗ψ† does not change the situation, since there
are only two external lines in the two-body problem and
the flow equation involves only one-loop diagrams, such that
contributions from such vertices cannot appear.
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FIG. 2. Graphical representation of the STM equation [cf.
Eq. (36)].

V. THREE-BODY SECTOR: ATOM-DIMER SCATTERING

In this section we compute the fermion-dimer scattering
amplitude λ3 from which the fermion-dimer scattering length
a3 can be extracted in the zero frequency and momentum
limit. This problem has been formulated via a momentum
space integral equation a long time ago by Skorniakov and
Ter-Martirosian (STM) [1], for more recent treatments see
[8,10,20,21]. The STM integral equation is derived from a
consideration of possible scattering processes. These pro-
cesses form a ladder structure and can thus be resummed
in a Lippmann-Schwinger-type self-consistency equation,
depicted in Fig. 2.

Here, we present an alternative approach base on a first
principles equation, the exact evolution equation for the
effective action. We derive a flow equation for fermion-dimer
scattering, and show how it relates to the STM result. Under
certain assumptions, we can show the equivalence of both
equations. The validity of these assumptions is checked via
explicit numerical solution of the flow equation.

The fermion-dimer vertex λ3 is computed from

δλ3(Q1,Q2,Q3)δ(Q1 + Q2 − Q3 − Q4)

= δ

δψ∗
1 (Q4)

δ

δϕ∗(Q3)
δ

δψ1(Q2)
δ

δϕ(Q1)
%k. (25)

In the following we work in the center-of-mass (c.m.) frame.
As our vacuum construction in Sec. III implies, we choose
the boson to define the zero-point of energy, such that its
four-momentum at rest in the cm frame is given by P = (0, #0).
The (Minkowski) c.m. four-momentum of the fermion at rest
reads P = (−σA = −εM/2, #0), where εM is the dimensionless
binding energy of the dimer—the fermion propagator is
gapped on the BEC side of the resonance. Our choice of the
zero is different from the one of [20,21], where the fermion
energy is defined to be zero, such that the boson has negative
energy εM = 2σA. Of course such a shift in the zero of energy is
arbitrary and our final equations are independent of this choice.
With the c.m. four-momenta fixed, the effective dependence
of the fermion-dimer amplitude is reduced to two independent
four-momenta, and we will express this fact via the notation
λ3(P1, P2; P ).

We consider the flow equation for the dimensionless
fermion-dimer scattering vertex λ3 for a specific set of external
(Minkowski) four-momenta: Consider an incoming fermion
with P + P1, an incoming boson with −P1. The outgoing
momenta for the scattered fermion and boson can be written
as P + P2,−P2. This configuration is in general off-shell.3

As in the STM integral equation, the full off-shell amplitude is
needed, since the fermion-dimer vertex also appears as a cou-
pling in virtual processes described by one-loop expressions.

We derive a flow equation for the frequency and momen-
tum dependent fermion-dimer vertex as λ3(P1, P2; P ). It is
instructive to consider this equation in a form where the cutoff
derivative on the rhs is not yet performed [arising from the
expansion of the last expression in Eq. (1)], since this allows
for a direct comparison to standard diagrammatic techniques,
see Fig. 3. It reads4

∂kδλ3(P1, P2; P )

=
∫

Q

∂̃k

1
(PF(Q) + Rk,F)(Pk,ϕ(−Q + P ) + Rk,ϕ)

×
[

δλ3(P1,Q; P )δλ3(Q,P2; P )

−
h2

ϕ

PF(−Q − P1) + Rk,F
δλ3(Q,P2; P )

− δλ3(P1,Q; P )
h2

ϕ

PF(−Q − P2) + Rk,F

+
h2

ϕ

PF(−Q − P1) + Rk,F

h2
ϕ

PF(−Q − P2) + Rk,F

]

(26)

=
∫

Q

∂̃k

1
(PF(Q) + Rk,F)(Pk,ϕ(−Q + P ) + Rk,ϕ)

×
(

h2
ϕ

PF(−Q − P1) + Rk,F
− δλ3(P1,Q; P )

)

×
(

h2
ϕ

PF(−Q − P2) + Rk,F
− δλ3(Q,P2; P )

)

. (27)

3The on-shell condition reads (ωp1 = ωp2 , | #p1| = | #p2|).
4The flow equation is formulated in Euclidean space, while the

physical frequencies are Minkowski frequencies. Therefore, we
have to analytically continue these Minkowski frequencies ωM to
Euclidean frequencies ω and insert these into the flow equation, where
we use the relation ω = iωM.

FIG. 3. Graphical representation of
Eq. (30). The shaded circles represent δλ3,
the shaded squares λ3. The number of
the corresponding equation in the text is
displayed above the equality signs.
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The inverse bosonic propagator consists of two contribu-
tions: a classical or “bare” part ν and a fluctuation part δPϕ ,

Pϕ(Q) = ν + δPϕ(Q). (4)

The parameter ν defines the initial condition for the flow of
the boson propagator. It includes the physical detuning ν(B)
from the Feshbach resonance as well as a counter term δνin
needed for the ultraviolet (UV) renormalization of the problem
as discussed in Sec. IV:

ν = ν(B) + δνin, ν = ν̂/ε̂k, ν(B) = µ(B − B0). (5)

ν(B) measures the distance from the Feshbach resonance at
magnetic field B0, with µ being the effective magnetic moment
of the atoms in the open channel. Dimensionless detuning and
dimensionless scattering lengths (in the absence of an open
channel background scattering length) are related by

a = −
h2

ϕ

8πν(B)
, a = âk̂. (6)

The inverse fermion propagator

PF(Q) = iω + q2 − σA (7)

does not receive any renormalization corrections in vacuum as
will be shown in Sec. III. Therefore, we do not introduce scale
dependent running couplings in the fermionic part of Eq. (2).
The running couplings for this part of the effective action are
thus hϕ and Pϕ(Q).

In order to describe scattering processes involving more
than two fermions, we need to extend the truncation Eq. (2).
In particular, the scattering amplitude of a fermion off a
dimer is described by the amputated connected part of the
Green function 〈0|ϕψϕ∗ψ†|0〉 [8]. Thus we need to include a
fermion-dimer coupling

∫

Q1,...Q4

δ(Q1 + Q2 − Q3 − Q4)δλ3(Q1,Q2,Q3)ϕ(Q1)

×ψ(Q2)ϕ∗(Q3)ψ†(Q4). (8)

The fermion fields are contracted as ψψ† = ψαδαβψ∗
β in spin

space, with δαβ the identity matrix in two dimensions. The or-
der of ψ and ψ† is important due to the Grassmann nature of the
fermionic fields and chosen such that it matches the standard
conventions for the fermion-dimer scattering amplitude. The
coupling depends on three independent four-momenta by mo-
mentum conservation. Still the four-momentum dependence is
very involved and will be largely simplified below. However, a
point-like truncation of the interaction vertices (no momentum
dependence) turns out to be insufficient to reach satisfactory
precision in this problem. The dimensionless and dimensionful
fermion-dimer couplings are related by

δλ3 = 2Mk̂ δλ̂3. (9)

At this point we stress the systematic nature of the trunca-
tion advocated here. The vertex expansion is an expansion in
the number of the fields. Our truncation (2) is complete up to
third order in the fields. At fourth order in the fields, there are
two more terms which are compatible with U (1) symmetry,

namely,
∫

Q1,...Q4

δ(Q1 − Q2 + Q3 − Q4)δλψ (Q1,Q2,Q3)

×ψ†(Q1)ψ(Q2)ψ†(Q3)ψ(Q4),
(10)∫

Q1,...Q4

δ(Q1 − Q2 + Q3 − Q4)δλ4(Q1,Q2,Q3)

×ϕ∗(Q1)ϕ(Q2)ϕ∗(Q3)ϕ(Q4).

The first one describes the scattering of two fermions, the
second one the scattering of two dimers, i.e., four-fermion
scattering in the presence of a bound state. The flow of
these couplings has to be taken into account in a systematic
expansion to fourth order in the fields. However, we will show
in Sec. III: (i) The first term is not generated by the flow in the
vacuum limit considered here. This means that the fermionic
two-body sector is fully described by our Feshbach model.
(ii) The second vertex describes interactions in the four-body
sector and is generated in the vacuum limit. In principle, it
could couple into the flow of the other vertices. We find that
this is not the case in the vacuum limit.

Finally, we specify the regulator functions Rk . We work
with a momentum independent, mass-like cutoff function for
fermions and bosons

Rk,F = k2, Rk,ϕ = ck2, (11)

similar to [25]. The choice of the dimensionless number c,
which we specify below, sets the relative scale for the
elimination of the fermionic and bosonic degrees of freedom
in the renormalization group flow. The optimal choice of c
ensures an equal effective cutoff scale for fermions and bosons,
where the effective cutoff scale is composed of the cutoff
function piece plus possible physical mass terms [27–29].

A scheme mass-like cutoff function is possible if the
fermionic “chemical potential” σA < 0, which is indeed the
case in the vacuum on the BEC side. For our purpose the
mass-like cutoff is advantageous since it allows for most direct
comparison with conventional diagrammatic techniques. How-
ever, for high accuracy calculation an optimized cutoff [27]
would be more appropriate.

III. VACUUM LIMIT

In this paper we consider a specific regime in parameter
space where the effective action , = ,k=0 describes the
scattering of particles in vacuum, which interact via a positive
s-wave scattering length. The vacuum projection of the
effective action is obtained from , in the limit n → 0, T → 0.

The prescription, which projects the effective action on the
vacuum limit reads [26]

,vac = lim
kF→0

,k=0

∣∣∣
T >Tc

. (12)

Here kF ≡ (3π2n)1/3 is directly related to the density of the
system by definition, such that it can be viewed as the inverse
mean interparticle spacing kF ∼ 1/d. Taking the limit kF → 0
then corresponds to a diluting procedure where the density
of the system becomes arbitrarily low. However, the limit is
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FIG. 2. Graphical representation of the STM equation [cf.
Eq. (36)].

V. THREE-BODY SECTOR: ATOM-DIMER SCATTERING

In this section we compute the fermion-dimer scattering
amplitude λ3 from which the fermion-dimer scattering length
a3 can be extracted in the zero frequency and momentum
limit. This problem has been formulated via a momentum
space integral equation a long time ago by Skorniakov and
Ter-Martirosian (STM) [1], for more recent treatments see
[8,10,20,21]. The STM integral equation is derived from a
consideration of possible scattering processes. These pro-
cesses form a ladder structure and can thus be resummed
in a Lippmann-Schwinger-type self-consistency equation,
depicted in Fig. 2.

Here, we present an alternative approach base on a first
principles equation, the exact evolution equation for the
effective action. We derive a flow equation for fermion-dimer
scattering, and show how it relates to the STM result. Under
certain assumptions, we can show the equivalence of both
equations. The validity of these assumptions is checked via
explicit numerical solution of the flow equation.

The fermion-dimer vertex λ3 is computed from

δλ3(Q1,Q2,Q3)δ(Q1 + Q2 − Q3 − Q4)

= δ

δψ∗
1 (Q4)

δ

δϕ∗(Q3)
δ

δψ1(Q2)
δ

δϕ(Q1)
%k. (25)

In the following we work in the center-of-mass (c.m.) frame.
As our vacuum construction in Sec. III implies, we choose
the boson to define the zero-point of energy, such that its
four-momentum at rest in the cm frame is given by P = (0, #0).
The (Minkowski) c.m. four-momentum of the fermion at rest
reads P = (−σA = −εM/2, #0), where εM is the dimensionless
binding energy of the dimer—the fermion propagator is
gapped on the BEC side of the resonance. Our choice of the
zero is different from the one of [20,21], where the fermion
energy is defined to be zero, such that the boson has negative
energy εM = 2σA. Of course such a shift in the zero of energy is
arbitrary and our final equations are independent of this choice.
With the c.m. four-momenta fixed, the effective dependence
of the fermion-dimer amplitude is reduced to two independent
four-momenta, and we will express this fact via the notation
λ3(P1, P2; P ).

We consider the flow equation for the dimensionless
fermion-dimer scattering vertex λ3 for a specific set of external
(Minkowski) four-momenta: Consider an incoming fermion
with P + P1, an incoming boson with −P1. The outgoing
momenta for the scattered fermion and boson can be written
as P + P2,−P2. This configuration is in general off-shell.3

As in the STM integral equation, the full off-shell amplitude is
needed, since the fermion-dimer vertex also appears as a cou-
pling in virtual processes described by one-loop expressions.

We derive a flow equation for the frequency and momen-
tum dependent fermion-dimer vertex as λ3(P1, P2; P ). It is
instructive to consider this equation in a form where the cutoff
derivative on the rhs is not yet performed [arising from the
expansion of the last expression in Eq. (1)], since this allows
for a direct comparison to standard diagrammatic techniques,
see Fig. 3. It reads4

∂kδλ3(P1, P2; P )

=
∫

Q

∂̃k

1
(PF(Q) + Rk,F)(Pk,ϕ(−Q + P ) + Rk,ϕ)

×
[

δλ3(P1,Q; P )δλ3(Q,P2; P )

−
h2

ϕ

PF(−Q − P1) + Rk,F
δλ3(Q,P2; P )

− δλ3(P1,Q; P )
h2

ϕ

PF(−Q − P2) + Rk,F

+
h2

ϕ

PF(−Q − P1) + Rk,F

h2
ϕ

PF(−Q − P2) + Rk,F

]

(26)

=
∫

Q

∂̃k

1
(PF(Q) + Rk,F)(Pk,ϕ(−Q + P ) + Rk,ϕ)

×
(

h2
ϕ

PF(−Q − P1) + Rk,F
− δλ3(P1,Q; P )

)

×
(

h2
ϕ

PF(−Q − P2) + Rk,F
− δλ3(Q,P2; P )

)

. (27)

3The on-shell condition reads (ωp1 = ωp2 , | #p1| = | #p2|).
4The flow equation is formulated in Euclidean space, while the

physical frequencies are Minkowski frequencies. Therefore, we
have to analytically continue these Minkowski frequencies ωM to
Euclidean frequencies ω and insert these into the flow equation, where
we use the relation ω = iωM.

FIG. 3. Graphical representation of
Eq. (30). The shaded circles represent δλ3,
the shaded squares λ3. The number of
the corresponding equation in the text is
displayed above the equality signs.
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FIG. 2. Graphical representation of the STM equation [cf.
Eq. (36)].

V. THREE-BODY SECTOR: ATOM-DIMER SCATTERING

In this section we compute the fermion-dimer scattering
amplitude λ3 from which the fermion-dimer scattering length
a3 can be extracted in the zero frequency and momentum
limit. This problem has been formulated via a momentum
space integral equation a long time ago by Skorniakov and
Ter-Martirosian (STM) [1], for more recent treatments see
[8,10,20,21]. The STM integral equation is derived from a
consideration of possible scattering processes. These pro-
cesses form a ladder structure and can thus be resummed
in a Lippmann-Schwinger-type self-consistency equation,
depicted in Fig. 2.

Here, we present an alternative approach base on a first
principles equation, the exact evolution equation for the
effective action. We derive a flow equation for fermion-dimer
scattering, and show how it relates to the STM result. Under
certain assumptions, we can show the equivalence of both
equations. The validity of these assumptions is checked via
explicit numerical solution of the flow equation.

The fermion-dimer vertex λ3 is computed from

δλ3(Q1,Q2,Q3)δ(Q1 + Q2 − Q3 − Q4)

= δ

δψ∗
1 (Q4)

δ

δϕ∗(Q3)
δ

δψ1(Q2)
δ

δϕ(Q1)
%k. (25)

In the following we work in the center-of-mass (c.m.) frame.
As our vacuum construction in Sec. III implies, we choose
the boson to define the zero-point of energy, such that its
four-momentum at rest in the cm frame is given by P = (0, #0).
The (Minkowski) c.m. four-momentum of the fermion at rest
reads P = (−σA = −εM/2, #0), where εM is the dimensionless
binding energy of the dimer—the fermion propagator is
gapped on the BEC side of the resonance. Our choice of the
zero is different from the one of [20,21], where the fermion
energy is defined to be zero, such that the boson has negative
energy εM = 2σA. Of course such a shift in the zero of energy is
arbitrary and our final equations are independent of this choice.
With the c.m. four-momenta fixed, the effective dependence
of the fermion-dimer amplitude is reduced to two independent
four-momenta, and we will express this fact via the notation
λ3(P1, P2; P ).

We consider the flow equation for the dimensionless
fermion-dimer scattering vertex λ3 for a specific set of external
(Minkowski) four-momenta: Consider an incoming fermion
with P + P1, an incoming boson with −P1. The outgoing
momenta for the scattered fermion and boson can be written
as P + P2,−P2. This configuration is in general off-shell.3

As in the STM integral equation, the full off-shell amplitude is
needed, since the fermion-dimer vertex also appears as a cou-
pling in virtual processes described by one-loop expressions.

We derive a flow equation for the frequency and momen-
tum dependent fermion-dimer vertex as λ3(P1, P2; P ). It is
instructive to consider this equation in a form where the cutoff
derivative on the rhs is not yet performed [arising from the
expansion of the last expression in Eq. (1)], since this allows
for a direct comparison to standard diagrammatic techniques,
see Fig. 3. It reads4

∂kδλ3(P1, P2; P )

=
∫

Q

∂̃k

1
(PF(Q) + Rk,F)(Pk,ϕ(−Q + P ) + Rk,ϕ)

×
[

δλ3(P1,Q; P )δλ3(Q,P2; P )

−
h2

ϕ

PF(−Q − P1) + Rk,F
δλ3(Q,P2; P )

− δλ3(P1,Q; P )
h2

ϕ

PF(−Q − P2) + Rk,F

+
h2

ϕ

PF(−Q − P1) + Rk,F

h2
ϕ

PF(−Q − P2) + Rk,F

]

(26)

=
∫

Q

∂̃k

1
(PF(Q) + Rk,F)(Pk,ϕ(−Q + P ) + Rk,ϕ)

×
(

h2
ϕ

PF(−Q − P1) + Rk,F
− δλ3(P1,Q; P )

)

×
(

h2
ϕ

PF(−Q − P2) + Rk,F
− δλ3(Q,P2; P )

)

. (27)

3The on-shell condition reads (ωp1 = ωp2 , | #p1| = | #p2|).
4The flow equation is formulated in Euclidean space, while the

physical frequencies are Minkowski frequencies. Therefore, we
have to analytically continue these Minkowski frequencies ωM to
Euclidean frequencies ω and insert these into the flow equation, where
we use the relation ω = iωM.

FIG. 3. Graphical representation of
Eq. (30). The shaded circles represent δλ3,
the shaded squares λ3. The number of
the corresponding equation in the text is
displayed above the equality signs.
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FIG. 2. Graphical representation of the STM equation [cf.
Eq. (36)].

V. THREE-BODY SECTOR: ATOM-DIMER SCATTERING

In this section we compute the fermion-dimer scattering
amplitude λ3 from which the fermion-dimer scattering length
a3 can be extracted in the zero frequency and momentum
limit. This problem has been formulated via a momentum
space integral equation a long time ago by Skorniakov and
Ter-Martirosian (STM) [1], for more recent treatments see
[8,10,20,21]. The STM integral equation is derived from a
consideration of possible scattering processes. These pro-
cesses form a ladder structure and can thus be resummed
in a Lippmann-Schwinger-type self-consistency equation,
depicted in Fig. 2.

Here, we present an alternative approach base on a first
principles equation, the exact evolution equation for the
effective action. We derive a flow equation for fermion-dimer
scattering, and show how it relates to the STM result. Under
certain assumptions, we can show the equivalence of both
equations. The validity of these assumptions is checked via
explicit numerical solution of the flow equation.

The fermion-dimer vertex λ3 is computed from
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In the following we work in the center-of-mass (c.m.) frame.
As our vacuum construction in Sec. III implies, we choose
the boson to define the zero-point of energy, such that its
four-momentum at rest in the cm frame is given by P = (0, #0).
The (Minkowski) c.m. four-momentum of the fermion at rest
reads P = (−σA = −εM/2, #0), where εM is the dimensionless
binding energy of the dimer—the fermion propagator is
gapped on the BEC side of the resonance. Our choice of the
zero is different from the one of [20,21], where the fermion
energy is defined to be zero, such that the boson has negative
energy εM = 2σA. Of course such a shift in the zero of energy is
arbitrary and our final equations are independent of this choice.
With the c.m. four-momenta fixed, the effective dependence
of the fermion-dimer amplitude is reduced to two independent
four-momenta, and we will express this fact via the notation
λ3(P1, P2; P ).

We consider the flow equation for the dimensionless
fermion-dimer scattering vertex λ3 for a specific set of external
(Minkowski) four-momenta: Consider an incoming fermion
with P + P1, an incoming boson with −P1. The outgoing
momenta for the scattered fermion and boson can be written
as P + P2,−P2. This configuration is in general off-shell.3

As in the STM integral equation, the full off-shell amplitude is
needed, since the fermion-dimer vertex also appears as a cou-
pling in virtual processes described by one-loop expressions.

We derive a flow equation for the frequency and momen-
tum dependent fermion-dimer vertex as λ3(P1, P2; P ). It is
instructive to consider this equation in a form where the cutoff
derivative on the rhs is not yet performed [arising from the
expansion of the last expression in Eq. (1)], since this allows
for a direct comparison to standard diagrammatic techniques,
see Fig. 3. It reads4
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=
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3The on-shell condition reads (ωp1 = ωp2 , | #p1| = | #p2|).
4The flow equation is formulated in Euclidean space, while the

physical frequencies are Minkowski frequencies. Therefore, we
have to analytically continue these Minkowski frequencies ωM to
Euclidean frequencies ω and insert these into the flow equation, where
we use the relation ω = iωM.

FIG. 3. Graphical representation of
Eq. (30). The shaded circles represent δλ3,
the shaded squares λ3. The number of
the corresponding equation in the text is
displayed above the equality signs.
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FIG. 2. Graphical representation of the STM equation [cf.
Eq. (36)].

V. THREE-BODY SECTOR: ATOM-DIMER SCATTERING

In this section we compute the fermion-dimer scattering
amplitude λ3 from which the fermion-dimer scattering length
a3 can be extracted in the zero frequency and momentum
limit. This problem has been formulated via a momentum
space integral equation a long time ago by Skorniakov and
Ter-Martirosian (STM) [1], for more recent treatments see
[8,10,20,21]. The STM integral equation is derived from a
consideration of possible scattering processes. These pro-
cesses form a ladder structure and can thus be resummed
in a Lippmann-Schwinger-type self-consistency equation,
depicted in Fig. 2.

Here, we present an alternative approach base on a first
principles equation, the exact evolution equation for the
effective action. We derive a flow equation for fermion-dimer
scattering, and show how it relates to the STM result. Under
certain assumptions, we can show the equivalence of both
equations. The validity of these assumptions is checked via
explicit numerical solution of the flow equation.

The fermion-dimer vertex λ3 is computed from

δλ3(Q1,Q2,Q3)δ(Q1 + Q2 − Q3 − Q4)
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1 (Q4)

δ

δϕ∗(Q3)
δ

δψ1(Q2)
δ

δϕ(Q1)
%k. (25)

In the following we work in the center-of-mass (c.m.) frame.
As our vacuum construction in Sec. III implies, we choose
the boson to define the zero-point of energy, such that its
four-momentum at rest in the cm frame is given by P = (0, #0).
The (Minkowski) c.m. four-momentum of the fermion at rest
reads P = (−σA = −εM/2, #0), where εM is the dimensionless
binding energy of the dimer—the fermion propagator is
gapped on the BEC side of the resonance. Our choice of the
zero is different from the one of [20,21], where the fermion
energy is defined to be zero, such that the boson has negative
energy εM = 2σA. Of course such a shift in the zero of energy is
arbitrary and our final equations are independent of this choice.
With the c.m. four-momenta fixed, the effective dependence
of the fermion-dimer amplitude is reduced to two independent
four-momenta, and we will express this fact via the notation
λ3(P1, P2; P ).

We consider the flow equation for the dimensionless
fermion-dimer scattering vertex λ3 for a specific set of external
(Minkowski) four-momenta: Consider an incoming fermion
with P + P1, an incoming boson with −P1. The outgoing
momenta for the scattered fermion and boson can be written
as P + P2,−P2. This configuration is in general off-shell.3

As in the STM integral equation, the full off-shell amplitude is
needed, since the fermion-dimer vertex also appears as a cou-
pling in virtual processes described by one-loop expressions.

We derive a flow equation for the frequency and momen-
tum dependent fermion-dimer vertex as λ3(P1, P2; P ). It is
instructive to consider this equation in a form where the cutoff
derivative on the rhs is not yet performed [arising from the
expansion of the last expression in Eq. (1)], since this allows
for a direct comparison to standard diagrammatic techniques,
see Fig. 3. It reads4

∂kδλ3(P1, P2; P )

=
∫

Q

∂̃k

1
(PF(Q) + Rk,F)(Pk,ϕ(−Q + P ) + Rk,ϕ)

×
[

δλ3(P1,Q; P )δλ3(Q,P2; P )

−
h2

ϕ

PF(−Q − P1) + Rk,F
δλ3(Q,P2; P )

− δλ3(P1,Q; P )
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+
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]

(26)

=
∫
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(PF(Q) + Rk,F)(Pk,ϕ(−Q + P ) + Rk,ϕ)

×
(
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− δλ3(P1,Q; P )

)

×
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PF(−Q − P2) + Rk,F
− δλ3(Q,P2; P )

)

. (27)

3The on-shell condition reads (ωp1 = ωp2 , | #p1| = | #p2|).
4The flow equation is formulated in Euclidean space, while the

physical frequencies are Minkowski frequencies. Therefore, we
have to analytically continue these Minkowski frequencies ωM to
Euclidean frequencies ω and insert these into the flow equation, where
we use the relation ω = iωM.

FIG. 3. Graphical representation of
Eq. (30). The shaded circles represent δλ3,
the shaded squares λ3. The number of
the corresponding equation in the text is
displayed above the equality signs.
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Efimov Effect

• Vitaly Efimov ʼ70,ʼ73: 
- Schrodinger Equation of three resonantly interacting identical 

bosons maps to scattering in 1/r^2 potential at short distances
- This potential has discrete exp-spaced spectrum with 

Efimov with Innsbruck experimentalists, 
confirming his theory (Kraemer ’06, Knoop ’09)

11

where we remind that for bosons p = 1, and the symmetric functionG(q1, q2) is defined by

G(q1, q2) =
1

4q1q2
log

q21 + q
2
2 + q1q2 −

E
2 − iε

q21 + q
2
2 − q1q2 −

E
2 − iε

. (35)

The infinitesimally positive iε term arises from the inverse Wick rotation and makes both Eqs. (34) and
(35) well-defined. Note that Eq. (34) is independent of the Yukawa coupling h and thus is well-defined in
the broad resonance limit h→ ∞.

The flow equation (34), obtained above, is quite complicated. In order to gain physical understanding,
we first employ a crude, but simple and intuitive pointlike approximation. In this approximation the 1PI
vertex λ3(q1, q2, E) is replaced by a momentum and energy independent coupling λ3. In the pointlike limit
the flow equation (34) takes the simple form

∂tλ
R
3 = −

4(3 + p)
√
3π

[A
4
+
B
2
λR3 + C(λ

R
3 )
2
]
+ 2λR3 , (36)

where the rescaled dimensionless coupling λR3 = λ3k
2 is introduced. The right-hand side of this differential

equation is a quadratic polynomial with constant coefficients. The sign of its discriminant D determines
the behavior of the solution of Eq. (36). For the bosonic problem D ≈ −7.762 and we obtain a periodic
solution of the form λR3 ∼ tan[πt/T ] with a period T =

2π√
−D
. Note that the renormalization group evolution

is governed by a limit cycle scaling. RG limit cycles are the manifestation of the Efimov effect. Indeed, we
can give the following intuitive interpretation of the periodic solution: During the RG flow we encounter
three-body atom-dimer bound states, which manifest themselves as divergences of the atom-dimer coupling
λR3 . In the unitary limit there are infinitely many of these bound states, which are equidistant in a logarithmic
RG energy scale. In this way the continuous scaling symmetry is broken to the discrete scaling subgroup,
and the generalized universality emerges.

It is well-known that at the unitarity point, where the scattering length a diverges, the energy spectrum
of Efimov trimers forms a geometric series

En+1
En
= exp(−2π/s0) (37)

with En+1 and En denoting neighboring bound state energies. The Efimov parameter s0 is given by the
solution of a transcendental equation and one finds s0 ≈ 1.00624 [1]. By dimensional arguments we can
connect the artificial RG sliding scale k2 with the binding energy E as E ∼ k2. The proportionality factor
disappears in the ratio of the energies and hence the Efimov parameter can be read off from the RG period

k2n+1
k2n
=
En+1
En
= exp(−2T )⇒ s0 =

π

T
. (38)

In the pointlike approximation we obtain s0 ∼ 1.393, which differs from the correct result by 40%. Ob-
viously the simple pointlike approximation is too crude to get the correct quantitative agreement. Never-
theless it provides us with the qualitative picture of how the Efimov effect appears as limit cycles in the
functional renormalization group framework.

It is remarkable that for E = 0 the flow equation (34) can be solved exactly. Here only the main results
will be summarized while for details we refer to [10,11]. In order to find the exact solution most easily we
perform the redefinition

ft(t1, t2, E) ≡ 4(3 + p)q1q2λ3(q1, q2, E) g(t1, t2) ≡ 4(3 + p)q1q2G(q1, q2) (39)

and introduce the connected, one-particle reducible atom-dimer vertex

f̄t(t1, t2) = p ft(t1, t2) + g(t1, t2), (40)

where from now onwe prefer to work with logarithms of momenta t1 = ln(q1/Λ) and t2 = ln(q2/Λ). The RG
scale dependence of the atom-dimer vertex f̄t(t1, t2, E) is denoted by the subscript t. The renormalization
group flow equation and the initial condition for f̄t are given in matrix notation by

∂t f̄t = −
p
√
3π

f̄t · At · f̄t, f̄t=0 = g, (41)
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is governed by a limit cycle scaling. RG limit cycles are the manifestation of the Efimov effect. Indeed, we
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three-body atom-dimer bound states, which manifest themselves as divergences of the atom-dimer coupling
λR3 . In the unitary limit there are infinitely many of these bound states, which are equidistant in a logarithmic
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In the pointlike approximation we obtain s0 ∼ 1.393, which differs from the correct result by 40%. Ob-
viously the simple pointlike approximation is too crude to get the correct quantitative agreement. Never-
theless it provides us with the qualitative picture of how the Efimov effect appears as limit cycles in the
functional renormalization group framework.

It is remarkable that for E = 0 the flow equation (34) can be solved exactly. Here only the main results
will be summarized while for details we refer to [10,11]. In order to find the exact solution most easily we
perform the redefinition

ft(t1, t2, E) ≡ 4(3 + p)q1q2λ3(q1, q2, E) g(t1, t2) ≡ 4(3 + p)q1q2G(q1, q2) (39)

and introduce the connected, one-particle reducible atom-dimer vertex

f̄t(t1, t2) = p ft(t1, t2) + g(t1, t2), (40)

where from now onwe prefer to work with logarithms of momenta t1 = ln(q1/Λ) and t2 = ln(q2/Λ). The RG
scale dependence of the atom-dimer vertex f̄t(t1, t2, E) is denoted by the subscript t. The renormalization
group flow equation and the initial condition for f̄t are given in matrix notation by

∂t f̄t = −
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f̄t · At · f̄t, f̄t=0 = g, (41)

• Qualitative and quantitative behavior can be found from the FRG approach along the lines above

d

a

log-spaced Efimov resonances in the RG flow: 
divergence of the scattering amplitude signals a new 
trimer bound state

V (b)
t (k1 = k2 = 0)

• In RG Language, the Efimov effect is understood as an RG limit cycle (as opposed to an RG fixed 
point) with “period” T = π/s0
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Fig. 5 The RG evolution of the momentum dependent modified vertex ft(t1 , t2) = 4(3 + p)q1q2λ3(q1, q2, E). Spatial momenta t1,
t2 and the RG time t are discretized to N = 50 intervals with a step ∆t = 0.4. The cartoons correspond to the descritized steps
10, 25, 35, 50.

Fig. 6 Numerical evolution of the point ft(t1 = 0, t2 = 0) with the RG time t. Renormalization group develops a limit cycle with a
period Ttemp ≈ 3.1.

where At has matrix elements At(t1, t2) = δ(t − t1)δ(t − t2) and matrix multiplication denotes integration
over t. The formal solution of this differential matrix equation reads for t ∈ (−∞, 0)

f̄t =
(
I +

p
√
3π

∫ t

0
dsg · As

)−1
· g, (42)

where I denotes the identity matrix.
In the IR limit t → −∞, which corresponds to the integration of all quantum fluctuations, f̄ ≡ f̄t=−∞

solves the following matrix equation
f̄ = g +

p
√
3π
g · f̄ . (43)

This is the well-known integral equation for the amputated, connected Green’s function obtained by Skor-
niakov and Ter-Martirosian more than fifty years ago [18].

For illustration purposes we discretized Eq. (42) and solved it numerically. A series of cartoons of
the RG evolution of the 1PI vertex ft(t1, t2) is depicted in Fig. 5. In the UV we start with a simple initial

T

• Result for atom-dimer scattering amplitude for identical bosons:

n = 1, 2, ...
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Efimov Effect

• Insight can be gained from the pointlike limit (S. Moroz et al. ʼ09) (approximate matrix by single entry

cp = 4(3 + p)/(
√
3π)

- Solution for infrared flow  

λ̃3,t ∼ tanh(
√
Dt/2)

• Quantitatively
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3,t + βλ̃3,t + γ

α = −cp/4 β = −cp + 2 γ = −cp

λ3,k = δV (s)
k (k1 = k2 = 0)

- Flow of dimensionless scattering amplitude λ̃3,t = λ3,tk
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β2 − 4αγ
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with discriminant

- fermions  
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p = −1 : D > 0 convergence to IR fixed point⇒
⇒- bosons  

tanh(i
√
−Dt/2) = tan(

√
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convergence to IR limit cycle
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f̄t =
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In the IR limit t → −∞, which corresponds to the integration of all quantum fluctuations, f̄ ≡ f̄t=−∞
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This is the well-known integral equation for the amputated, connected Green’s function obtained by Skor-
niakov and Ter-Martirosian more than fifty years ago [18].

For illustration purposes we discretized Eq. (42) and solved it numerically. A series of cartoons of
the RG evolution of the 1PI vertex ft(t1, t2) is depicted in Fig. 5. In the UV we start with a simple initial

Ts0 ≈ 1.393
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The infinitesimally positive iε term arises from the inverse Wick rotation and makes both Eqs. (34) and
(35) well-defined. Note that Eq. (34) is independent of the Yukawa coupling h and thus is well-defined in
the broad resonance limit h→ ∞.

The flow equation (34), obtained above, is quite complicated. In order to gain physical understanding,
we first employ a crude, but simple and intuitive pointlike approximation. In this approximation the 1PI
vertex λ3(q1, q2, E) is replaced by a momentum and energy independent coupling λ3. In the pointlike limit
the flow equation (34) takes the simple form

∂tλ
R
3 = −

4(3 + p)
√
3π

[A
4
+
B
2
λR3 + C(λ

R
3 )
2
]
+ 2λR3 , (36)

where the rescaled dimensionless coupling λR3 = λ3k
2 is introduced. The right-hand side of this differential

equation is a quadratic polynomial with constant coefficients. The sign of its discriminant D determines
the behavior of the solution of Eq. (36). For the bosonic problem D ≈ −7.762 and we obtain a periodic
solution of the form λR3 ∼ tan[πt/T ] with a period T =

2π√
−D
. Note that the renormalization group evolution

is governed by a limit cycle scaling. RG limit cycles are the manifestation of the Efimov effect. Indeed, we
can give the following intuitive interpretation of the periodic solution: During the RG flow we encounter
three-body atom-dimer bound states, which manifest themselves as divergences of the atom-dimer coupling
λR3 . In the unitary limit there are infinitely many of these bound states, which are equidistant in a logarithmic
RG energy scale. In this way the continuous scaling symmetry is broken to the discrete scaling subgroup,
and the generalized universality emerges.

It is well-known that at the unitarity point, where the scattering length a diverges, the energy spectrum
of Efimov trimers forms a geometric series

En+1
En
= exp(−2π/s0) (37)

with En+1 and En denoting neighboring bound state energies. The Efimov parameter s0 is given by the
solution of a transcendental equation and one finds s0 ≈ 1.00624 [1]. By dimensional arguments we can
connect the artificial RG sliding scale k2 with the binding energy E as E ∼ k2. The proportionality factor
disappears in the ratio of the energies and hence the Efimov parameter can be read off from the RG period

k2n+1
k2n
=
En+1
En
= exp(−2T )⇒ s0 =

π

T
. (38)

In the pointlike approximation we obtain s0 ∼ 1.393, which differs from the correct result by 40%. Ob-
viously the simple pointlike approximation is too crude to get the correct quantitative agreement. Never-
theless it provides us with the qualitative picture of how the Efimov effect appears as limit cycles in the
functional renormalization group framework.

It is remarkable that for E = 0 the flow equation (34) can be solved exactly. Here only the main results
will be summarized while for details we refer to [10,11]. In order to find the exact solution most easily we
perform the redefinition

ft(t1, t2, E) ≡ 4(3 + p)q1q2λ3(q1, q2, E) g(t1, t2) ≡ 4(3 + p)q1q2G(q1, q2) (39)

and introduce the connected, one-particle reducible atom-dimer vertex

f̄t(t1, t2) = p ft(t1, t2) + g(t1, t2), (40)

where from now onwe prefer to work with logarithms of momenta t1 = ln(q1/Λ) and t2 = ln(q2/Λ). The RG
scale dependence of the atom-dimer vertex f̄t(t1, t2, E) is denoted by the subscript t. The renormalization
group flow equation and the initial condition for f̄t are given in matrix notation by

∂t f̄t = −
p
√
3π

f̄t · At · f̄t, f̄t=0 = g, (41)

exact:
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Connection to Experiments

• Three-component fermions (three hyperfine states) can exhibit Efimov effect as 
well (no Pauli blocking) (Braaten & ʼ09, Naidon,Ueda ʼ09, Floerchinger & ʼ09)

19

Fig. 10 The Efimov spectrum for SU(3) fermions. We plot the lowest three Efimov trimer levels Eχ (blue). The dimer binding energy
is shown as black curve. To improve the visibility of the energy levels, we rescale both the dimensionless inverse scattering length
a−1/Λ and the dimensionless energy E/Λ2. We have chosen the UV cutoff Λ = a0 and the Yukawa coupling h2Λ = 100 as appropriate
for 6Li atoms in the mF = 1/2, mF = −1/2 channel close to the Feshbach resonance at B0 ∼ 810G.

To obtain the dimer and trimer energy levels Eφ and Eχ we have to substract two or three times the atom
energy Eψ = −µ from the dispersion relation at rest such that

Eφ = Eφ(p2 = 0) + 2µ = νφ(ωφ = Eφ, p2 = 0, µ),
Eχ = Eχ(p2 = 0) + 3µ = νχ(ωχ = Eχ, p2 = 0, µ). (63)

Here µ is the effective chemical potential which accounts for an shift in the atom energy using the time-
dependent U(1) symmetry. The ground and excited states are obtained by the condition that the particular
particles are gapless in the IR which corresponds to a gapless dispersion, i. e. for example Eφ(p2 = 0) = 0.
This means that the corresponding gap parameter has to vanish in the infrared, i. e. µ = 0, or m2φ = 0, or
m2χ = 0. In practice, we extract the bound state energy levels Eφ = 2µ, Eχ = 3µ by calculating the gaps m2φ
and m2χ for k = 0 such that they vanish for a specific choice of Eψ = −µ.

As it turns out for the trimer there is not only the ground state solution which we discussed before but a
whole infinite set of possible solutions corresponding to the infinite tower of universal Efimov trimer states.
The numerical result for the dimer energy level Eφ and the lowest three Efimov trimer levels Eχ as function
of a−1 measured in units of Λ is shown in Fig. 10. In this figure we used a convenient rescaling to make the
excited Efimov states visible. We have identified the UV cutoff Λ with the inverse Bohr radius, Λ = a−10 ,
and have additionally chosen h2 = 100Λ. This choice corresponds to the width of the Feshbach resonance
of 6Li atoms in the mF = 1/2, mF = −1/2 channel relevant for experiments [29].

5.2.3 Limit cycle scaling at the unitarity point

Already in section 3 we have discussed the especially interesting unitarity point in the spectrum where the
scattering length diverges and the atom energy is at the threshold, a−1 = Eψ = −µ = 0. It is instructive to
consider this limit also within the derivative expansion as it allows us to obtain analytical results. At the
unitarity point all length scales drop out of the problem and one obtains a simple scaling solution for the
flow equations. In this limit the flow equations for the three-body sector simplify and read

∂tm2χ =
36
25
g2
k2

h2

∂tg2 = −
64
25
g2 −

13
25
m2χ

h2

k2
. (64)

Efimov spectrum from FRG 
(from review arxiv.1102.0896):

• lowest Efimov bound state determined by short-
distance physics

• universal bound state sequence at unitarity

• Efimov resonances at three-atom continuum (red 
circles and atom-dimer threshold (green circles)

• resolve full Efimov tower, also away from resonance

•

two-body (dimer) 
bound state

unitarity limit 1/a=0
25

trion decay products

trion

effective boson

atoms

Fig. 13 left: Three-body loss involving the Efimov trimer. right: Loss coefficient K3 in dependence on the magnetic field B as
measured in [5] (dots). The solid line is the fit of our model to the experimental curve. We use here a decay width Γχ that is
independent of the magnetic field B.

The resulting curve is shown in Fig. 13 (right) and agrees reasonably well with the experimentallymeasured
data points. To sum up, our estimation of K3 involved three parameters: The location of the first loss
resonance at B0 = 125G fixes the three-body parameter. The overall amplitude of K3 at the first resonance
is adjusted by cK and the unkown decay width Γχ is tuned to the width of the first resonance yielding a
trimer lifetime of ≈ 10 ns. The extension of the curve away from the first resonance then involves no further
parameter.

Our calculation predicts a second sharp resonance feature at B = 498Gwhere the trimer becomes again
degenerate with the atom threshold. The assumption of a constant Γχ fixes the width of this peak. The
measured feature is however much broader. This may have a simple explanation: It is plausible to assume
that the trimer decays into the molecular dimer states associated with the nearby Feshbach resonances
and a free atom. Approaching the Feshbach resonances the molecular state becomes closer to the trimer
energy level. Therefore it is reasonable to assume that the matrix element for the decay from the trimer to
the dimers becomes larger. This in turn implies a shortening of the lifetime of the trimer as the magnetic
field B is increased. We have tested this assumption and indeed found a significant broadening or even
disappearance of the second resonance peak. Recently, there had been phenomenological studies of this
reasoning in [36].

By now, the system of three-component 6Li atoms is quite well understood also away from the mag-
netic field range discussed above. This includes theoretical predictions [37,38] as well as experimental
measurements [39,40] which also finally led to the first direct association of a Efimov trimer in ultracold
atoms by Lompe et al. [41].

7 Conclusions

During recent years non-relativistic few-body physics has experienced a revived interest and undergone
considerable progress. A wealth of experiments with ultracold atomic gases together with a significant the-
oretical effort initiated the (re)birth of an exciting field known as Efimov physics. In this paper we reviewed
the studies of various aspects related to the Efimov effect using the method of functional renormalization.

By constructing solutions to exact functional renormalization group flow equations, we have obtained
a rather detailed picture of non-relativistic few-body problems related to the Efimov effect. We considered
identical bosons and fermions with two or three spin components, the latter both for the case of a common
Feshbach resonance with a global SU(3) symmetry and for the case of 6Li where this symmetry is broken.

Solving the flow equations in terms of a vertex expansion leads to (numerically) exact solutions. A
remarkable hierarchy in the structure of the flow equations allows to construct the parts of the quantum
effective action relevant for the one-, two- or three-body problem without further approximations. Beyond
the present context it becomes apparent how the quantum mechanical formalism is embedded in non-
perturbative quantum field theory.

Besides the vertex expansion we also established the derivative expansion as a way to find approximate
solutions. In connection with a k-dependent Hubbard-Stratonovich transformation this allows for a simple
and very efficient parameterization of the essential physics. No equivalent approximation scheme is known
to us for the quantummechanical formalism. As we have demonstrated this scheme is particularly valuable
in more complex situations where a full solution in the vertex expansion becomes too involved. An example

Comparison to experiment:

• Efimov state forms at the three-atom 
threshold

• There the system shows enhanced loss 
features (new 3-body decay channels 
open up)

3-body loss rate vs. magnetic field (blue: 
FRG result (Floerchinger & ʼ09); dots: 
experimental data (Ottenstein & ’08))

See Talk by  S. Moroz!
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microscopic thermodynamic long distance

n =
k3

F
3π2 ,T

kld � n1/3,T 1/2,ε1/2
MεM =− 1

Ma2
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• Impact on many-body problem: E.g. Condensate Fraction at T=0: 

•  Picture: Tightly bound, weakly interacting molecules deep on BEC side: effective pointlike dof.s 
interacting via effective molecular scattering length

Bogoliubov theory with 

Extended Mean 
Field  

aM

a
= 2

aM

a
= 0.75

FRG Result

(akF)−1

ΩC

The four-body problem and connection to thermodynamics

• Vacuum: dimer-dimer scattering on BEC side a > 0

∂t ∂̃t ∂̃t=
aM

a
=  2  0.75

 dimer-dimer scattering length

 +

(SD, Gies, Pawlowski, 
Wetterich ʼ07)

• Systematic improvement possible: all possible local 
couplings for dimer-dimer vertex (Birse, Walet, Krippa ʼ10):  

aM/a = 0.58± 0.02

Exact solution from 4-body 
Schrodinger equation (Petrov, 
Salomon, Shlyapnikov ʼ04):

 0.6
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Beyond Mean Field Many-Body 
Effects in the BCS-BEC Crossover
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Floerchinger, Scherer, SD, Wetterich ’08; Scherer, Floerchinger, Wetterich ‘10
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Many-Body Fermion Physics 

microscopic thermodynamic long distance

n =
k3

F
3π2 ,T

kld � n1/3,T 1/2,ε1/2
MεM =− 1

Ma2

Particle-Hole Fluctuations for weakly interacting fermions: 

• Purely fermionic description S[ψ,φ] =
Z

dτ
Z

d3x
�

ψ†�∂τ−
�
2M
−µ

�
ψ+

λ
2
(ψ†ψ)2

�

• Simple RG Equation beyond log-divergent contribution:

• Screening effect with impact on critical temperature at weak interaction
- Thouless criterion 
- result

regular as 

particle-particle channel

s-wave projected 
4-fermion vertex 

∂̃t∂t  =

∼ logT for T → 0 T → 0

particle-hole channels

∂̃t ∂̃t +   +  

λ−1
k→0(T,n) = 0

Gorkov effectT (BCS)
c
�F

= 0.61e−
π

2|a|kF , T (BCS)
c

T (Gorkov)
c

= 2.2
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• Hubbard-Stratonovich transformation: Decoupling into particle-particle channel

• essential: describe the bound state generation

• how to reconstruct the lost particle-hole channel?

• Study flow of newly generated 4-fermion vertex

✓ s-wave projected
✓ included via 
rebosonization technique 
(Gies, Wetterich ’02)

- extend truncation:

- flow:

- initial condition:

∆Γk =
Z

λψk(ψ
†ψ)2

λψk=Λ = 0

∂t  = ∂̃t ∂̃t +

microscopic thermodynamic long distance

n =
k3

F
3π2 ,T

kld � n1/3,T 1/2,ε1/2
MεM =− 1

Ma2

Many-Body Fermion Physics 
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• assume massive bosons Pφ,k(Q)≈ m2
φ,k

λph,k ≈
h2

φ,k

m2
φ,k

• contract boson lines

Interpretation

microscopic thermodynamic long distance

n =
k3

F
3π2 ,T

kld � n1/3,T 1/2,ε1/2
MεM =− 1

Ma2

Many-Body Fermion Physics 
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microscopic thermodynamic long distance

n =
k3

F
3π2 ,T

kld � n1/3,T 1/2,ε1/2
MεM =− 1

Ma2

Result: Particle-Hole Effects in the BCS-BEC crossover

Tc

c−1
!2 0 2 4 6
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0.30

0.35

FIG. 1: Black line: FRG including particle-hole fluctuations; Orange line: FRG with-

out particle-hole fluctuations; Green line: BCS result; Red line: Gorkov’s correction;

Yellow line: Free BEC; Blue line: Interacting BEC with FRG• Accurately reproduce Gorkov effect in the BCS regime from rebosonization procedure: bosons 
massive even close to phase transition
• Fermion many-body effect: vanishes at zero crossing of chem. pot. 
• but particle hole fluctuations are not the origin of the strong suppression of T_c wrt. simpler trunc.

(akF)−1

Tc

εF

QMC FRG
+Rebos.

FRG

Gorkov

zero crossing of fermion 
chemical potential

S. Flörchinger, M. Scherer, 
SD, C. Wetterich ’08
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Renormalization of the Fermion Propagator

• So far: Interpolation scheme following evolution of beyond mean field effects into 
strongly interacting limit
- boson particle-particle fluctuations

- drives (shift in T_c) on BEC side
- but bosons massive on BCS side (except 

very close phase transition): small effect in 
BCS regime

- particle-hole fluctuations 

- drives Gorkov effect on BCS side (perturbative 
Gorkov effect assumes massive bosons)

- but fermions massive on BEC side: small effect in 
BEC regime

• Instead, renormalization effect on Fermion propagator strongest in crossover regime

- fermions massive in BEC regime
- bosons massive in BCS regime
- no obvious suppression in strongly int. regime
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µc/EF Tc/TF

Burovski et al. (2006) (QMC) 0.49 0.15
Bulgac et al. (2006) (QMC) 0.43 < 0.15
Akkineni et al. (2007) (QMC) - 0.245

Floerchinger et al. (2010) (FRG) 0.55 0.248

µ/EF ∆/EF

Carlson et al. (2003) (QMC) 0.43 0.54

Perali et al. (2004) (t-matrix approach) 0.46 0.53

Haussmann et al. (2007) (2PI) 0.36 0.46

Bartosch et al. (2009) (FRG, vertex exp.) 0.32 0.61

Floerchinger et al. (2010) (FRG, derivative exp.) 0.51 0.46

!2 !1 0 1 2 3 4
0.0

0.2

0.4

0.6

0.8

1.0
1/Zψ

(akF )−1

Result

• Exemplarily, consider fermionic wave function renormalization 

• Result for the phase diagram

• convergence: minor quantitative change in T_c despite substantial renormalization of 
fermion propagator in strongly interacting regime

• Numbers from most recent truncation 
compared to other approaches 

Zψ(T = Tc) =
∂

∂(iω)
Γ(2)
ψ,k=0

(S. Flörchinger, M. Scherer, C. Wetterich ’10)

at critical point and unitarity

at T = 0

6

On the BCS side (c−1 < 0) we observe a perfect matching
with BCS theory including the correction by Gorkov and
Melik-Barkhudarov [41]

Tc

TF
= 0.28eπ/(2c), (16)

which is given by the short dashed line in Fig. 7. De-
viations from this pertubative regime appear only quite
close to the regime of strong interactions c−1 → 0.
On the BEC-side our result approaches the critical

temperature of a free Bose gas. This value is approached
in the form [42]

Tc − Tc,BEC

Tc,BEC
= κ

aM
a

c

(6π2)1/3
, (17)

as shown by the long dashed line in Fig. 7. Here, aM
is the scattering length between the molecules. For the
ratio aM/a we use our result aM/a = 0.59 obtained from
solving the flow equations in vacuum. This has to be
compared to the result obtained from solving the corre-
sponding Schroedinger equation which gives aM/a = 0.6
[40]. For the coeffcient κ determining the shift in Tc com-
pared to the free Bose gas we find κ = 1.39. In [43, 44]
the result for an interacting BEC is given with κ = 1.31,
which is in reasonable agreement with our result. Other
characteristic quantities are the maximum of the ratio
(Tc/TF )max ≈ 0.31 and the location of the maximum
(akF )−1

max ≈ 0.40.
In the unitary regime (c−1 ≈ 0) our extensions of the

truncation have a considerable quantitative effect. We
can give an improved estimate for the critical tempera-
ture at the resonance (c−1 = 0) where we find Tc/TF =

!2 0 2 4 6
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Tc/TF

(akF )−1

FIG. 7: Critical temperature Tc/TF in units of the Fermi
temperature as a function of the crossover parameter (akF )

−1

(solid line). For comparison, we plot the BCS result with
Gorkov’s correction (left short dashed). On the BEC side we
show the critical temperature for a gas of interacting bosonic
molecules according to [42–44] (dashed line on the right). The
three red dots close to and at unitarity show the QMC results
by Burovski et al. [4].

0.248 and a chemical potential µc/TF = 0.55. This com-
pares to the previous FRG estimate Tc/TF = 0.264 and
µc/TF = 0.67 in ref. [23]. Results from Quantum Monte
Carlo simulations are Tc/TF = 0.15 and µc/TF = 0.49
in [4], Tc/TF < 0.15 and µc/TF = 0.43 in [6] and
Tc/TF = 0.245 in [7].

V. CONCLUSIONS

We have studied the flow equation approach to the
BCS-BEC crossover in a rather detailed truncation. In
addition to our previous treatments we have included
contributions to the fermionic self-energy, a further in-
teraction between fermions and bosons and improved our
treatment of particle-hole fluctuations. Our results are in
very good agreement with analytical treatments in vari-
ous regimes.
For small negative values of the concentration parame-

ter akF our findings for the gap at vanishing temperature
∆/EF and the critical temperature Tc/TF confirm the
predictions of Gorkov and Melik-Barkhudarov [41]. On
the other side, in the BEC regime with small positive val-
ues of akF , our results are in agreement with the expecta-
tions for a weakly interacting Bose gas where the shift in
the critical temperature is linear in the dimer-dimer scat-
tering length aM . Also our finding for the ratio aM/a is in
good agreement with the quantum-mechanical treatment
[40]. This quantitative accuracy is remarkable in view of
the fact that we have started with a purely fermionic mi-
croscopic theory, without propagating bosonic degrees of
freedom or bosonic interactions.
We present results for the single particle gap and the

modifications of the Fermi surface at T = 0 over the
whole range of the crossover. This allows us to compute
the dispersion relation for the single particle or fermionic
excitations. In the strongly interacting regime where the
scattering length diverges, no analytical treatments are
available. Our results for the gap∆/EF and the chemical
potential µ/EF at zero temperature are in reasonable
agreement with Monte-Carlo simulations. This holds also
for the ratio µc/EF at the critical temperature. The
critical temperature Tc/TF itself is found to be larger
than the widely accepted Monte-Carlo result, however.
In future studies our approximations might be im-

proved mainly at two points. One is the frequency- and
momentum dependence of the boson propagator. In the
strongly interacting regime this could be rather involved,
developing structures beyond our current approximation.
A more detailed resolution might lead to modifications
in the contributions from bosonic fluctuations to vari-
ous flow equations. Another point concerns structures
in the fermion-fermion interaction that go beyond a di-
atom bound-state exchange process. Close to the unitar-
ity point, other contributions might arise, for example in
form of a ferromagnetic channel. While further quanti-
tative modifications in the unitarity regime are conceiv-
able, the present status of approximations already allows
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Aspects of Universality in the BCS-BEC Crossover
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Universality I: Physics Close to the Phase Transition

microscopic thermodynamic long distance

n =
k3

F
3π2 ,T

kld � n1/3,T 1/2,ε1/2
MεM =− 1

Ma2

Close to (expected!) second order phase transition: Deep IR physics important

Gap parameter in various regimes 

• Second order PT throughout crossover (unlike 
e.g. Popov theory) 
• continuous change of relevant dof.s 
• Universal critical behavior of O(2) universality 
class from fermionic microscopic model:

η(1/(akF)) = 0.05 for all akF

Ann. Phys. (Berlin) 522, No. 9 (2010) 641
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d lnλϕ(T )/d ln∆(T )

Fig. 10 Logarithmic slope of λϕ, given by
d ln λϕ/d ln ∆, as a function of the gap
ln[∆(T )/∆(T = 0)]. Here Tc is approached for
large negative values of ln ∆. Solid line: BCS
regime, c−1 = −2. Dot-dashed line: crossover
regime, c−1 = 0. Dotted line: BEC regime,
c−1 = 4.

fixed point is very slow in the BCS regime (c−1 = −2, solid line). In consequence, the temperature interval
around Tc for which universal behavior occurs is found to be very narrow.

7 Atom density

Since we use the grand canonical formalism, the particle number n is fixed indirectly by the chemical
potential µ which is a parameter of our microscopic model in Eq. (1) similar as the temperature T or the
detuning ν. One of the dimensionful parameters can be used to set the scale of the problem, such that actual
computations only determine dimensionless combinations of observables as functions of dimensionless
combinations of parameters. To compare our results to experiment or other methods one might in principle
consider dimensionless quantities that involve µ, for example Tc/µ. For example, with the truncation de-
scribed in Sect. 2, we find at unitarity the ratio Tc/µ = 0.44 while the improved truncation in [23] yields
Tc/µ = 0.39. This may be compared with the results from Monte-Carlo calculations Tc/µ = 0.31 [7],
Tc/µ = 0.35 [6], from 1/N -expansion Tc/µ = 0.232 [13] or from 2-PI methods Tc/µ = 0.41 [18].

However, the rescaling with respect to µ is not optimal for a comparison to experiments. In contrast
to the particle density n, the chemical potential µ is not directly accessible experimentally. Dimensionless
ratios that directly involve the particle number such as Tc/TF with TF = (3π2n)2/3 can be measured more
directly than Tc/µ.

For strongly interacting particles the dependence n(µ) is non-trivial to obtain. This is in contrast to
weak interactions where n(µ) can be estimated by the corresponding formula for a non-interacting gas.
Part of the uncertainity in the prediction of a dimensionless ratio that involves the density arises therefore
from the determination of the function n(µ). In this paper, we use a flow equation for a scale-dependent
generalization of the density,

∂knk = −∂k
∂

∂µ
Uk, (70)

in order to calculate the density n = nk|k=0. The µ dependence of Uk is approximated by an expansion
in ρ and µ as shown in Eq. (19). For the determination of n, we need only the terms linear in δµ with
µ = µ0 + δµ. Besides the term linear in δµ and ρ − ρ0, one might add another term which is quadratic in
ρ − ρ0. We have checked numerically that the inclusion of such a term has only a very small influence on
the quantitative determination of n and neglect it for our numerical results.

In this work, we neglect a possible renormalization of the fermion propagator Gψ . This implies also
that the dependence on µ is the same for all cutoff scales k. In particular, the effect of fluctuations on the
size of the Fermi sphere is not taken into account such that it is of radius µ1/2 an all scales. Beyond our
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BEC

unitary

(akF )
−1 = 4

(akF )
−1 = 0

(akF )
−1 = −2BCS

λφ ∼ ∆ζ ζ = 0.98

• Investigate scaling of four-boson coupling on 
approaching the phase transition with ∆(T → Tc)

• largest critical domain in the unitary regime (fastest 
approach to scaling behavior)

Near-criticality: Extent of universal domain

• fermion flow frozen out by temperature, i.e. wavelengths

• IR flow governed by Wilson-Fisher fixed point for d=3 O(2) model
k ∼

�
Tc

SD, Gies, Pawlowski, Wetterich ’07; SD & ’10
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Phase Diagram

• Microphysics: Scattering of composite bosons with 
effective molecular scattering length 
• Thermodynamics / near critical behavior: Shift in 
the critical temperature (fund. bosons Baym, Blaizot ʼ01)
• Critical behavior: d=3 O(2) universality class

Universality I: Physics Close to the Phase Transition

microscopic thermodynamic long distance

n =
k3

F
3π2 ,T

kld � n1/3,T 1/2,ε1/2
MεM =− 1

Ma2

• Manifestation of the quantitative control of physics on all scales is the calculation of the 
critical temperature in the BEC regime (SD, Gies, Pawlowski, Wetterich ʼ07)

Tc − TBEC
c

TBEC
c

= κ · aM · n1/3

Free BEC critical Temperature

aM
a

κ

Shlyapnikov & ʼ04 
Schrodinger Eq.

Arnold& ʼ01 lattice sim;
 Blaizot & ʼ08 FRG

η

FRG

0.75 (0.58) 
Birse& ʼ10

0.6

Other

1.7 1.3

0.05 0.038
numerical simulations
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Universality II: Broad Resonance Universality

+φ∗�Zφ,k∂τ −Aφ,k�+m2
φ,k

�
φ+ λφ,k(ρ− ρ0)

2 + ...
�

• Consider dependence of the effective action on the Feshbach coupling

Γk[ψ,φ] =

1/T�

0

dτ

�
d3x

�
ψ†�∂τ − �

2M
− µ

�
ψ − hφ,k

2

�
φ∗ψT �ψ − φψ†�ψ∗

�

• The Feshbach coupling only renormalizes weakly, so                          for all khφ,k ≈ hφ,in

• Classification

• Broad resonances:

• Narrow resonances:  hφ,in → 0
hφ,in → ∞

a ∼
h2
φ,in

ν(B)
= const.for fixed scattering length

• Loop corrections scale with powers of            ?!hφ,in

QQ

∼ h2
φ,in

e.g. inverse boson propagator

φ → φ̃ = hφ,kφ➡ Redefine
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Universality II: Broad Resonance Universality

• Consider dependence of the effective action on the Feshbach coupling

• Broad resonances:

• Narrow resonances:  hφ,in → 0
hφ,in → ∞

a ∼
h2
φ,in

ν(B)
= const.for fixed scattering length

φ → φ̃ = hφ,kφΓk[ψ,φ] =

1/T�

0

dτ

�
d3x

�
ψ†�∂τ − �

2M
− µ

�
ψ − 1

2

�
φ̃∗ψT �ψ − φ̃ψ†�ψ∗

�

• Initial conditions for most bosonic couplings do not matter for broad resonances: 
Universality!

• yet there is one “relevant” coupling:

+φ̃∗�Zφ,k

h2
φ,k

∂τ − Aφ,k

h2
φ,k

�+
m2

φ,k

h2
φ,k

�
φ̃+

λφ,k

h4
φ,k

(ρ̃− ρ̃0)
2 + ...

�

• For broad resonances:

const. + loop corrections

m2
φ,k

h2
φ,k

=
ν(B)

h2
φ,k

+ ... ∼ a−1 + ...

Universality

Identify two fixed points in model with detuning ν(B)=̂m2
φ,0 and Feshbach coupling hφ,0 (or {a−1(B), hφ,0}):

• Narrow resonances: Gaussian FP
- Detuning and Feshbach coupling relevant parameters: Microscopic information important.
- Exact mean field-type solution available: minimally couple Bose-Fermi mixture which exhibits the

full crossover behavior (SD, Wetterich ’05).
• Broad resonances: Interacting FP

- Detuning ∼ B−B0
B0

single relevant perturbation: All further microscopic memory lost.
- Similar to critical behavior near 2nd order phase transition (single relevant perturbation ∼ T−Tc

Tc
)

Further possibility for perturbative expansion about narrow resonance FP (similar ε, 1/N expansions (Nishida,
Son ’05; Radzihovsky, Sheey ’06; Nikolic, Sachdev ’06)!

• Large but finite Feshbach coupling induces scaling violations in many-body system.
• Deviations from universality probed experimentally Partridge et al. ’05
• Measure the closed channel population probabilityΩ̄B .
• Scaling violation O(kFh

−2
φ,0)

• For 1/a → 0 (Feshbach resonance): nonperturbative theory, as the dominant nonlinearity (cubic Fes-
hbach term) is O(1)

• For 1/a → ±∞ (BCS/BEC regimes): ordering principle due to large bare boson mass

• Thus:
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a = −
h2

8!"M!B − B0"
. !51"

The critical temperature Tc is now determined from the im-
plicit equation

# d3p

!2!"3$ 2

e!1/Tc"!p!2−"" + 1
+

2

e!1/2Tc"p!2
− 1
% = n . !52"

While the BCS-BEC crossover can be studied as a func-
tion of B−B0 or ", Eq. !51" implies that for h#

2 →0 a finite
scattering length a requires B→B0. For all c!0 the narrow
resonance limit implies for the phase transition B=B0 and
therefore "=0. !A different concentration variable cmed was
used in Refs. 7 and 16 such that the crossover could be
studied as a function of cmed in the narrow resonance limit,
see the discussion at the end of this section." For "=0 Eq.
!52" can be solved analytically and gives

Tc

TF
= & 4'2

3!3 + '2"!1/2$!3/2"
(2/3

) 0.204. !53"

This result is confirmed numerically by solving the flow
equations for different microscopic Yukawa couplings h#

and taking the limit h#→0. In Fig. 6, we show the critical
temperature Tc /TF as a function of the dimensionless
Yukawa coupling h# /'kF in the “unitarity limit” c−1=0
!solid line". For small values of the Yukawa coupling,
h# /'kF%2 we enter the regime of the narrow resonance
limit and the critical temperature is independent of the pre-
cise value of h#. The numerical value matches the analytical
result Tc /TF)0.204 !dotted line in Fig. 6". For large Yukawa
couplings, h# /'kF&40, we recover the result of the broad
resonance limit as expected. In between there is a smooth
crossover of the critical temperature from narrow to broad
resonances.

Here we use a definition of the concentration c=akF in
terms of the vacuum scattering length a. This has the advan-
tage of a straightforward comparison with experiment since
a−1 is directly related to the detuning of the magnetic field
B−B0, and the unitarity limit c−1=0 precisely corresponds to
the peak of the resonance B=B0. However, for a nonvanish-
ing density other definitions of the concentration parameter

are possible, since the effective fermion interaction '(,eff de-
pends on the density. For example, one could define for n
!0 a “in medium scattering length” ā='(,eff / !8!", with
'(,eff=−h2 /m2 evaluated for T=0 but n!0.7 The corre-
sponding “in medium concentration” cmed= ākF would differ
from our definition by a term involving the chemical poten-
tial, resulting in a shift of the location of the unitarity limit if
the latter is defined as cmed

−1 =0. While for broad resonances
both definitions effectively coincide, for narrow resonances a
precise statement how the concentration is defined is manda-
tory when aiming for a precision comparison with experi-
ment and numerical simulations for quantities as Tc /TF at the
unitarity limit. For example, defining the unitarity limit by
cmed

−1 =0 would shift the critical temperature in the narrow
resonance limit to Tc /TF=0.185.7

VIII. CONCLUSION

This paper aims at a quantitatively reliable computation of
the phase diagram for the transition to superfluidity for non-
relativistic fermions. We obtain an estimate of the critical
temperature Tc for the whole range of scattering length in the
BCS-BEC crossover. A quantitatively precise determination
of Tc for the BCS-BEC crossover is a challenge both for
theory and experiment. A successful match would extend the
success of the “universal critical physics” to quantities that
are “nonuniversal” in the language of critical phenomena as
the critical temperature itself. On the theoretical side this
requires a full control of the mapping from microphysics to
macrophysics. It constitutes a decisive test for nonperturba-
tive methods in complex many-body theories. For strongly
interacting fermions an extended universality also includes
universal physics away from the critical temperature, as the
low-temperature limit T→0.

For nonrelativistic fermions the task of a precise compu-
tation of Tc is difficult even for small scattering length. The
basic reason is that the phase transition itself is a nonpertur-
bative phenomenon, linked to an effective fermion interac-
tion '(,eff growing to large values. In order to locate Tc pre-
cisely, one has to follow the scale dependence of '(,eff with
sufficient precision. The problem arises from the substantial
momentum dependence of the fluctuation contributions to
the effective four-fermion vertex. In principle, a consistent
one-loop approximation to the flow should follow the full
momentum dependence of the vertex according to Eq. !24".
With the general form Tc /TF=Fe!/!2kFa" for akF→0− this
will influence the value of the prefactor F. Different projec-
tions of the flow *Eq. !24"+ onto a single coupling '(, as the
BCS approximation or the Gorkov projection prescription,
result in different approximations for F. The detailed mo-
mentum dependence of the effective fermion interaction
'(,eff is also expected to be important at the unitarity point
with a→).

In this paper we use a projection that coincides with the
Gorkov approximation in the BCS-limit akF→0−. Our
method of nonperturbative flow equations allows us to ex-
tend Gorkov’s result to the whole range of a, including the
unitarity limit a→) and the BEC limit akF→0+. Already at

0.1 1 10 100 1000

0.20

0.22

0.24

0.26

Tc/TF

hΛ/
√

kF

FIG. 6. !Color online" The critical temperature divided by the
Fermi temperature Tc /TF as a function of the dimensionless
Yukawa coupling h# /'kF for c−1=0 !solid line". One can clearly
see the plateaus in the narrow resonance limit !Tc /TF)0.204, dot-
ted line" and in the broad resonance limit !Tc /TF)0.264, dashed
line".

PARTICLE-HOLE FLUCTUATIONS IN BCS-BEC CROSSOVER PHYSICAL REVIEW B 78, 174528 !2008"

174528-9

Universality

Identify two fixed points in model with detuning ν(B)=̂m2
φ,0 and Feshbach coupling hφ,0 (or {a−1(B), hφ,0}):

• Narrow resonances: Gaussian FP
- Detuning and Feshbach coupling relevant parameters: Microscopic information important.
- Exact mean field-type solution available: minimally couple Bose-Fermi mixture which exhibits the

full crossover behavior (SD, Wetterich ’05).
• Broad resonances: Interacting FP

- Detuning ∼ B−B0
B0

single relevant perturbation: All further microscopic memory lost.
- Similar to critical behavior near 2nd order phase transition (single relevant perturbation ∼ T−Tc

Tc
)

Further possibility for perturbative expansion about narrow resonance FP (similar ε, 1/N expansions (Nishida,
Son ’05; Radzihovsky, Sheey ’06; Nikolic, Sachdev ’06)!

• Large but finite Feshbach coupling induces scaling violations in many-body system.
• Deviations from universality probed experimentally Partridge et al. ’05
• Measure the closed channel population probabilityΩ̄B .
• Scaling violation O(kFh

−2
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−2
φ,0)

Universality

Identify two fixed points in model with detuning ν(B)=̂m2
φ,0 and Feshbach coupling hφ,0 (or {a−1(B), hφ,0}):

• Narrow resonances: Gaussian FP
- Detuning and Feshbach coupling relevant parameters: Microscopic information important.
- Exact mean field-type solution available: minimally couple Bose-Fermi mixture which exhibits the

full crossover behavior (SD, Wetterich ’05).
• Broad resonances: Interacting FP

- Detuning ∼ B−B0
B0

single relevant perturbation: All further microscopic memory lost.
- Similar to critical behavior near 2nd order phase transition (single relevant perturbation ∼ T−Tc

Tc
)

Further possibility for perturbative expansion about narrow resonance FP (similar ε, 1/N expansions (Nishida,
Son ’05; Radzihovsky, Sheey ’06; Nikolic, Sachdev ’06)!

• Large but finite Feshbach coupling induces scaling violations in many-body system.
• Deviations from universality probed experimentally Partridge et al. ’05
• Measure the closed channel population probabilityΩ̄B .
• Scaling violation O(kFh

−2
φ,0)

Broad vs. Narrow Resonances: RG perspective

Narrow to broad resonance crossover: 
dominance of different fixed points

➡ Explains universality in crossover experiments (K,Li atoms) from RG point of view
➡ Further possibility for perturbative expansion about narrow resonance FP (cf. epsilon, 1/N expansions 

(Nishida, Son '05; Radzihovsky, Sheey '06; Nikolic, Sachdev '06)

Fixed point structure 

hφ → 0 hφ → ∞

Gaussian FP broad res. FP

Tcrit/TF

(SD, Gies, Pawlowski, Wetterich ʼ07)
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Scaling Violations in Crossover Experiments

Universality

Identify two fixed points in model with detuning ν(B)=̂m2
φ,0 and Feshbach coupling hφ,0 (or {a−1(B), hφ,0}):

• Narrow resonances: Gaussian FP
- Detuning and Feshbach coupling relevant parameters: Microscopic information important.
- Exact mean field-type solution available: minimally couple Bose-Fermi mixture which exhibits the

full crossover behavior (SD, Wetterich ’05).
• Broad resonances: Interacting FP

- Detuning ∼ B−B0
B0

single relevant perturbation: All further microscopic memory lost.
- Similar to critical behavior near 2nd order phase transition (single relevant perturbation ∼ T−Tc

Tc
)

Further possibility for perturbative expansion about narrow resonance FP (similar ε, 1/N expansions (Nishida,
Son ’05; Radzihovsky, Sheey ’06; Nikolic, Sachdev ’06)!

• Large but finite Feshbach coupling induces scaling violations in many-body system.
• Deviations from universality probed experimentally Partridge et al. ’05
• Measure the closed channel population probabilityΩ̄B .
• Scaling violation O(kFh

−2
φ,0)

(SD, Wetterich ʼ05)

85



Strongly Correlated Bosons: 
The Bose-Hubbard Model
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• atomic fermions can be treated analogously: Fermi Hubbard model 

Microscopic Origin: Bosons in Periodic Optical Potentials

H =

�

x

�
ψ̂
†
x

�
− �

2m
+ V (x)

�
ψ̂x + g(ψ̂†

xψ̂x)
2
�

• Starting point: workhorse Hamiltonian for weakly interacting ultracold bosons

• see above: trapping potential can be treated classically due to scale separation
• instead, now we are interested in a periodic potential of wavelength comparable to the typical 

interparticle distance: light in with optical wavelength, as

• create such conservative potential by weakly coupling the atoms in their ground state                to 
auxiliary internal level: position dependent second order AC Stark shift for standing wave laser beam 
yields optical potential

(↔ ψ̂x)

V (x) = �Ω
2(x)

4∆
≡ V0

�

i

sin2(kixi), ki = 2π/λi

Rabi coupling to aux. level

laser detuning from aux. level

λ ∼ 500nm = 5 · 10−5cm
typical wavelength of light typical interparticle separation

d � 10−4cm (n � 1012cm−3)
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which are localized around a particular lattice site xi = ia with i = 0,±1, . . . .

The Bloch and Wannier wave functions are complete set of functions

Generalizations:

We can generate 2D, and 3D potentials by adding optical potentials in differ-
ent spatial directions. For lasers with different frequencies the interference
terms average out, and the potentials are additive. Example: in 3D V (�x) =�3

j=1 V0j sin2(kxj).

Laser configurartions / lattice configurations; tricks with light polarization; disor-
der potential via laser speckles; back ground harmonic trapping potentials etc.

Rem.: Compare with solid state physics, where periodic potential for electrons
are generated by ions oscillating around equilibrium positions (phonons); fast
electron and slow ion motion (Born-Oppenheimer).

Bose (and Fermi) Hubbard Models

Many body Hamiltonian of a dilute gas of bosonic atoms

Hamiltonian

H =
ˆ

d
3
xψ̂†(�x)

�
− �2

2m
∇2 + V0(�x)

�
ψ̂(�x) +

1
2
g

ˆ
d
3
xψ̂†(�x)ψ̂†(�x)ψ̂(�x)ψ̂(�x)

with V0(�x) a single particle trapping potential (below: the optical lattice), and
g = 4π�as

m , where a is the scattering length.

This is valid under the assumption:

• The gas is sufficiently dilute so that only two body interactions are important,
we can treat the composite atoms as bosons

• The enery / temperature are sufficiently small that two-body interactions re-
duce to s-wave scattering, parametrized by the scattering length as.

Bose Hubbard Hamiltonian

Lit.: D. Jaksch, C. Bruder, J. I. Cirac, C. W. Gardiner, and P. Zoller, Phys Rev.
Lett. 81, 3108 (1998)

We expand the field operators in Wannier functions of the lowest band

ψ̂(�x) =
�

i

w(�x− �xi)bi

to obtain the Bose Hubbard model

Ĥ = −
�

ij

Jijb
†
i bj + 1

2U

�

i

b
†2
i b

2
i

with hopping Jij =
´

d
3
xw(�x − �xi)

�
− �2

2m∇
2 + V0(�x)

�
w(�x − �xj) and interaction

U = 1
2g
´

d
3
x |w(�x)|4 valid for J, U, kBT � �ωBloch.

22

spatially localized 
Wannier functions

U
J

Bose Hubbard Hamiltonian (Jaksch et al. ʼ98)

(tight binding lowest band approximation)

additionally, we are bound to interactions (scattering lengths)

here, it means lattice spacingg � a0, a
extent of Wannier function This is not true close to 

Feshbach resonances!

• For dominant optical potential           (other scales), we expect 
localized single particle wavefunctions to provide a useful 
description of the system. 

• A suitable complete set of basis functions are the Wannier functions

V0 �

• W
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Bose-Hubbard Model (Fisher, Weichman, Grinstein, Fisher ʼ89)

• Lattice model: Possible to penetrate high density regime                      . Not possible in continuum.

H = −J

�

�i,j�

b
†
i bj − µ

�

i

n̂i +
�

i

�in̂i + 1
2U

�

i

n̂i(n̂i − 1)

U

J

�n̂i� = O(1)

• Remark: strong interactions and high density not in contradiction to earlier scale considerations:

• strong interactions:                 mainly from reduction of kinetic energy via lattice depth.

• High density due to strong localization of onsite wave function.

• For validity of lowest band approximation, it is however important that

J/U � 1

a� λ

kinetic energy interaction energy 
trapping potential 

(ignored here)

• The Bose-Hubbard model is an exemplary model for strongly correlated bosons. It is not realized in 
condensed matter.  

• Ratio of kinetic and interaction energy tunable via lattice parameters (and Feshbach resonances). 
In particular, reach interaction dominated regime.

• The competition of kinetic and interaction energy gives rise to a quantum phase transition

U/J

interaction energy dominates: “Mott insulator”kinetic energy dominates: superfluid

T = 0 “strongly correlated”

U/J � 1
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What is a Quantum Phase Transition (QPT)?
• Definition: A phase transition at T=0 which results from two competing (noncommuting) 

operators in a Hamiltonian, each of which prefers ground state with different symmetry

• Second order QPT are characterized by spatial and temporal critical exponent 

• A finite temperature is always a relevant perturbation at the quantum critical point. 
Therefore, a generic “quantum phase diagram” has a shape

- diverging length scale describing the decay of spatial correlations at the 
transition point

- the ratio defines the dynamic critical exponent,

∆ ∼ ξ−zd

- vanishing energy scale separating ground from excited states (gap) at the 
transition point implies diverging time scale

ξ−1 ∼ |g − gc|ν

∆ ∼ |g − gc|νzd

critical exponent

ggc

T

Ordered with 
symmetry 
breaking 

(possibly) ordered 
without symmetry 
breaking 

Disordered

quantum critical 
region

- classical description of critical 
behavior applies if  

line of second order 
phase transitions

- This is always violated at low enough 
T: classical-quantum crossover

�ωtyp � kBT

eg. BH model g = U/J : superfuid Mott insulator
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Mean Field Phase Diagram: Strong Coupling Expansion

• On the lattice, the strong coupling limit is simple and exactly solvable: J = 0 corresponds 
to an array of decoupled sites

H = −J

�

�i,j�

b
†
i bj − µ

�

i

n̂i +
1
2U

�

i

n̂i(n̂i − 1)

diagonal in Fock space, exactly solvable

bi = ψ + δbi
• Mean field theory via

• Ansatz:

H
(MF) =

�

i

hi

• Insert into H and rewrite:

• with local mean field Hamiltonian

hi = −µn̂i +
1
2Un̂i(n̂i − 1)− Jz(ψ∗bi + ψb†i ) + Jzψ∗ψ

• Assume second order phase transition and follow Landau procedure:

•  Study ground state energy

• Determine zero crossing of mass term in second order perturbation 
theory in                   close to phase transition

E(ψ) = const. +m2
|ψ|2 +O(|ψ|4)

Jψ � 1

 local condensate mean field 

H = H
(MF) +

�

i,j

O(δb†i δbj)

E(ψ)

unstable towards SSB

expressed in orig. operators again
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Phase Diagram: Derivation
• Assume second order phase transition and follow Landau procedure:

•  Study ground state energy

• Determine zero crossing of mass term

• Calculate E in second order perturbation theory

E(ψ) = const. +m2
|ψ|2 +O(|ψ|4)

h(0)
i = −µn̂i +

1
2Un̂i(n̂i − 1) + Jzψ∗ψ

hi = h(0)
i + ψVi

smallness parameter close to 
phase transition

Vi = Jz(bi + b†i )

• Validity: approximation neglects spatial correlations via local form
- becomes exact in infinite dimensions (Metzner and Vollhardt ʼ89)
- reasonable in d=2,3 (T=0)

additional material
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Phase Diagram: DerivationOutline

• Zero order Hamiltonian h(0)
i : diagonal in Fock basis {|n〉}, n = 0, 1, 2, ...

• The eigenvalues are E(0)
n = −µn+ 1

2Un(n− 1) + Jzψ2

• The ground state energies for given µ are

E(0)
n̄ =

{

0 for µ < 0

−µn̄+ 1
2Un̄(n̄− 1) + Jzψ2 for U(n̄− 1) < µ < Un̄

• The second order correction to the energy is

E(2)
n̄ = ψ2

∑

n!=g

|〈n̄|Vi|n〉|2

E(0)
n̄ − E(0)

n

= (Jzψ)2
(

n̄

U(n̄− 1)− µ
+

n̄+ 1

µ− Un̄

)

• For E = const.+m2ψ2 + ... the phase transition happens at (µ̄ = µ/Jz, Ū = U/Jz)

m2

Jz
= 1 +

n̄

Ū(n̄− 1)− µ̄
+

n̄+ 1

µ̄− Ū n̄
= 0

•
• A quantum computer with N qubits can simulate such a problem. This is why a quantum computer

can easily outperform a classical computer in this task. Thus it is of interest to build quantum simulators
to solve / simulate many body dynamics.
- analog quantum simulator: we build a “analog” physical system consisting of N spins and Hamil-

tonian H with controllable external parameters (magnetic fields, ...). We will discuss below exam-
ples of analog quantum simulators for bose and fermi Hubbard (lattice) models with cold atoms in
optical lattices.

Bose-Hubbard mean field 
phase border

additional material
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1.0

2.0

3.0

0.010 0.020 0.030
0.0
0.0

SF

MI

MI

MI

with z the number of nearest neighbors.

Computer Program: For given J , U and chemical potential µ perform the fol-
lowing calcuations.

1. Asume ψ �= 0.

2. Solve the Schrödinger equation (*) for the lowest eigenvalue � and normal-
ized eigenvector |φi� =

�∞
n=0 fn |n�i

3. Calculate the new ψ from the {fn}.

Repeat until {fn} and thus ψ converge.

Cases: For a given {J, U, µ} two cases are possible:

• if ψ �= 0 we have a superfluid phase, and
• if ψ = 0 we have a Mott phase. The transition between these phases will

occur for a certain critical Uc/J . It is a second order transition.

This gives the phase diagram as a function of µ/U and J/U .

Finally, we plot �n̂i� = n as a function of µ to determine the chemical potential
for a given density n = N/M .

11

Phase Diagram: Overall Shape

1 +
n̄

Ū(n̄− 1)− µ̄
+

n̄+ 1

µ̄− Ū n̄
= 0

“Mott Lobe”

NB: for non-commensurate (= integer) 
fillings, superfluidity persists for U -> 0: 
excess particles condense.

MI: Quantization of particle number SF: Quantization of phase 

Simple picture:

”[N̂ , ϕ̂] = i” - conjugate variables
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The Mott Phase

➡switching on J adiabatically, the ground state remains exact eigenstate to   
number operator. Assuming translation invariance gives exact result on 
quantized particle number,

�b†i bi� = n̄
- Implication: the Mott insulator is a gapped incompressible state, 

∂�N̂�
∂µ

= 0

• In the kinetically dominated limit, we expect a weakly correlated superfluid (see above)

• Here we discuss characteristic features of the Mott insulatorLimiting cases: Strong coupling

• Mean field Mott state : |n̄〉 =
∏

i |n̄i〉 = n̄−M/2
∏

i b
†n̄
i |vac〉: Quantization of particle number

• Discussion:
- Within mean field, Mott-ness follows as a consequence of purity:

∗ assume mechanism that suppresses SF off-diagonal order: ρ diagonal, 1 = trρ =
∏

i triρi
hom.
=

(
∑

pm)M

∗ Zero temperature: pure state, 1 = trρ2 =
∏

i triρ
2
i
hom.
= (

∑

p2m)M

∗ only solution is pm = δn,n̄

- Quantization of particle number within MI is an exact result in the sense 〈b†i bi〉 = n̄

∗ at J = 0, Mott state |n̄〉 is (i) exact ground state, (ii) eigenstate to particle number N̂ =
∑

i n̂i,
(iii) separated from other states by gap ∼ U

∗ kinetic perturbation Hkin = −J
∑

〈i,j〉 b
†
ibj

∗ commutes with N̂ , [Hkin, N̂ ] = 0

Limiting cases: Strong coupling

• Mean field Mott state : |n̄〉 =
∏

i |n̄i〉 = n̄−M/2
∏

i b
†n̄
i |vac〉: Quantization of particle number

• Discussion:
- Within mean field, Mott-ness follows as a consequence of purity:

∗ assume mechanism that suppresses SF off-diagonal order: ρ diagonal, 1 = trρ =
∏

i triρi
hom.
=

(
∑

pm)M

∗ Zero temperature: pure state, 1 = trρ2 =
∏

i triρ
2
i
hom.
= (

∑

p2m)M

∗ only solution is pm = δn,n̄

- Quantization of particle number within MI is an exact result in the sense 〈b†i bi〉 = n̄

∗ at J = 0, Mott state |n̄〉 is (i) exact ground state, (ii) eigenstate to particle number N̂ =
∑

i n̂i,
(iii) separated from other states by gap ∼ U

∗ kinetic perturbation Hkin = −J
∑

〈i,j〉 b
†
ibj

∗ commutes with N̂ , [Hkin, N̂ ] = 0

SF MI

MI MI

Bloch group, 2006

N = 1× 105 N = 1× 105

N = 2× 105 N = 3.5× 105xy

density: “wedding 
cake”n=1

n=2
- Observable consequence: 

wedding cake density profile
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Functional RG approach 

• Idea:
- Strong coupling mean field provides correct qualitative behavior of short distance 

physics and thermodynamics (phase diagram)
- Use mean field theory as a starting point and include fluctuations via FRG equation
- in this way, include both relevant short distance lattice physic and interpolate directly  

to long distances: “physics on all scales”

• Implementation: start from regularized Bose-Hubbard action: 

This part of the lecture is based on work by A. Rancon & N. Dupuis, arxiv:
1012.0166

Sloc =

�
dτ

�

i

ϕ∗
i (∂τ − µ)ϕi +

U

2
(ϕ∗

iϕi)
2

Skin = −t

�
dτ

�

i,j

ϕ∗
iϕj + c.c. =

�
dτ

�

q

ϕ∗
qtqϕ

∗
q

tq = −2t
d�

i=1

cos qi

SBH = Sloc + SkinSk = SBH +∆Sk

bare lattice dispersion 
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Implementation: Cutoff Function

• Choice of the cutoff function:

Rk(q) = −ZA,ktk
2sgn(tq)(1− yq)θ(1− yq) yq = 1− (2dt− |tq|)/tk2

∆Sk =

�
dτ

�

q

ϕ∗
qRk(q)ϕq

! !

!"#$%&$#'(&)*'+)+,%#%&-,(-.(%/+(0!12

!!""#
"

$

#%&
!

'!

#
(%)$" (!)'!(%)
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cf. 

• Limiting cases:

k = Λ : tq +Rk(q) = 0

k = 0 : tq +Rk(q) = tq

• I.e. spatial fluctuations are suppressed in UV and fully present in IR

Skin =

�
dτ

�

q

ϕ∗
qtqϕq

see truncation 

action becomes local

the full hopping is taken into account

(courtesy N. Dupuis)

tq +Rk(q)

q
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Initial Condition: Mean Field Theory

• The initial condition for the flow:

Γk[φ
∗,φ] = − logZk[J

∗, J ] +

�
dτ

�

i

(J∗
i φi + c.c.)−∆Sk[φ

∗,φ]

• Remember: effective running action is modified Legendre transform:

k = Λ : ΓΛ[φ
∗,φ] = Γloc[φ

∗,φ] +

�
dτ

�

q

φqtqφq

with 

• numerically exactly solvable local problem (for any temperature)

•       is equivalent to the above mean field approximation, as       is the classical fieldΓΛ φq

• Thus, the Wetterich flow equation will interpolate between the mean field 
approximation and the full theory reached at Γk→0

Γloc[φ
∗,φ] = − logZΛ[J

∗, J ] +

�
dτ

�

i

(J∗
i φi + c.c.)

standard Legendre 
transform of a local 
partition function
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Truncation

• Having built in the short range correlations, we are now interested in thermodynamics and 
long wavelength physics

• Derivative expansion as for weakly interacting bosons (Wetterich & ʼ08; Kopietz & ʼ09; Dupuis ʼ09)

Γ(2)
k =

�
VA,kω2 + ZA,k�q + V �

k + 2ρV ��
k −ZC,kω

ZC,kω VA,kω2 + ZA,k�q + V �
k

�

Vk(ρ) =

�
V0,k + λk

2 (ρ− ρ0,k)2 for ρ0,k > 0
V0,k +∆kρ+

λk
2 ρ2 for ρ0,k = 0

SSB 

SYM 

n̄ = −∂V0,k→0

∂µ

• As above, the average particle number can be obtained from the effective potential

�q = tq + 2dt ≈ tq2 for q → 0

• Keep the full effective potential for the thermodynamics. For simplified discussion of long 
wavelength physics, 

with suitably normalized  lattice dispersion crossover to relativistic model at low  
energies (Wetterich ʼ08; Kopietz & ʼ09,ʼ10; 
Dupuis ʼ09)
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Phase Diagram and Thermodynamics

• Good agreement with recent QMC 
simulations for the phaser border (cf. MFT 
tip of the lobe: ca. 20% deviation)

! !
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(A. Rancon & N. Dupuis, arxiv:1012.0166
QMC Data: B. Capogrosso-Sansone ʼ08)
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FIG. 1. (Color online) Phase diagram of the two-dimensional

Bose-Hubbard model showing the first Mott lob with density

n̄ = 1. The NPRG result is shown by the (blue) points and

the QMC data of Ref. [14] by the dashed line. Inset: density

n̄ vs µ/U for different values of t/U .
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FIG. 2. (Color online) NPRG flows in the weakly-correlated

superfluid phase, t/U = 10 and kG � kh � Λ (top), and

the strongly-correlated superfluid phase, t/U � 0.062 and

kh ∼ kG ∼ Λ (bottom), for a density n̄ = 1. The insets show

ck, n0,k and ρs,k vs ln(Λ/k).

Superfluid phase. In the weak-coupling limit, we re-

cover the results of previous NPRG studies in continuum

models [11–13]. The strong-coupling RPA (the initial

condition of the RG flow) is equivalent to the Bogoli-

ubov approximation when U/t � 1 [9]. The condensate

density n0,k, the superfluid stiffness ρs,k or the Goldstone

mode velocity ck vary weakly with k and are well approx-

imated by their Bogoliubov estimates n0,Λ � n̄, ρs,Λ �
2tn̄ and cΛ � (2Utn̄)1/2 (Fig. 2). On the other hand,

from the strong variation of λk, ZC,k and VA,k with k, we

can distinguish two regimes separated by the characteris-

tic (Ginzburg) momentum scale kG = ξ−1
G ∼

�
n̄(U/t)3:

i) a (perturbative) Bogoliubov regime k � kG where

λk � λΛ � U , ZC,k � ZC,Λ � 1 and VA,k � 0.

The spectrum crosses over from a quadratic dispersion

to a linear sound-like dispersion at a momentum scale

kh = ξ−1
h �

�
n̄U/t defined by n0,kλk � ZA,ktk2. ii) a

(non-perturbative) Goldstone regime k � kG where λk,

ZC,k ∼ k vanish with k → 0 and VA,k � V ∗
A takes a

finite value. This regime is dominated by phase fluctua-

tions, and characterized by the vanishing of the anoma-

lous self-energy Σan,k(q = 0) = λkn0,k ∼ k and the di-

vergence of the longitudinal propagator G�,k(q = 0) =

1/(2λkn0,k) [5]. A weakly-correlated superfluid is char-

acterized by kG/kh ∼ U/t � 1; although the Bogoliubov

theory breaks down at low energy, it applies to a large

part (kG � |q| � kh) of the spectrum where the disper-

sion is linear.

The suppression of ZC,k, together with the finite value

of VA,k, shows that the effective action Γk exhibits a “rel-

ativistic” invariance in the infrared limit k � kG [11].

This however does not imply the existence of a gapped

mode (as one could naively conclude), the gap of this

putative mode being outside the domain of validity

|q|, |ω|/c � k of the derivative expansion [Eq. (7)]. Re-

cent NPRG calculations beyond the derivative expan-

sion [12] have shown that the single-particle spectral

function (ω ≥ 0)

A(q,ω) =
cn0

4πt|q|δ(ω − c|q|) + C
Θ(ω − c|q|)�
ω2 − c2q2

(10)

(with C a constant) exhibits a continuum of excitations

besides the delta peak due to the sound mode. This con-

tinuum of excitations is a direct consequence of the singu-

larity of the longitudinal propagatorG�. While the sound

mode extends up to |q| ∼ kh, the continuum is observed

only at small momenta and energies, |q|, |ω|/c � kG, and
carries a small fraction of the total spectral weight. These

results are in complete agreement with those of Popov’s

hydrodynamic approach [5, 15].

As t/U decreases, the ratio kG/kh increases and even-

tually becomes of order one. In this strongly-correlated

superfluid phase, there is no Bogoliubov regime any more

(Fig. 2) and the condensate density n0 ≡ n0,k=0, as well

as the superfluid stiffness ρs ≡ ρs,k=0, is strongly sup-

pressed (Fig. 3). Remarkably, we find a sharp cross-over

between the weakly-correlated (kG � kh and n0 ∼ n̄)
and strongly-correlated (kG ∼ kh ∼ Λ and n0 � n̄) su-

perfluid phases, as seen by the sudden suppression of n0

and ρs and the concomitant rise of kG/kh when t/U de-

creases (Fig. 3). We can locate this crossover using the

criterion n0/n̄ ∼ 0.5. This defines a region of the phase

diagram near the Mott lobs where the superfluid phase

is strongly-correlated (Fig. 4).

It should be noted that there is no qualitative differ-
ence between the weakly- and strongly-correlated super-

µ/U

• Compressibility shows plateau behavior 
associated to particle number quantization

κ = n̄2 ∂n̄

∂µ

εM =− 1
Ma2

microscopic thermodynamic long distance

κ = 0
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A Strongly Correlated Superfluid

weakly correlated superfluid
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FIG. 2. (Color online) NPRG flows in the weakly-correlated

superfluid phase, t/U = 10 and kG � kh � Λ (top), and

the strongly-correlated superfluid phase, t/U � 0.062 and

kh ∼ kG ∼ Λ (bottom), for a density n̄ = 1. The insets show

ck, n0,k and ρs,k vs ln(Λ/k).

Superfluid phase. In the weak-coupling limit, we re-

cover the results of previous NPRG studies in continuum

models [11–13]. The strong-coupling RPA (the initial

condition of the RG flow) is equivalent to the Bogoli-

ubov approximation when U/t � 1 [9]. The condensate

density n0,k, the superfluid stiffness ρs,k or the Goldstone

mode velocity ck vary weakly with k and are well approx-

imated by their Bogoliubov estimates n0,Λ � n̄, ρs,Λ �
2tn̄ and cΛ � (2Utn̄)1/2 (Fig. 2). On the other hand,

from the strong variation of λk, ZC,k and VA,k with k, we

can distinguish two regimes separated by the characteris-

tic (Ginzburg) momentum scale kG = ξ−1
G ∼

�
n̄(U/t)3:

i) a (perturbative) Bogoliubov regime k � kG where

λk � λΛ � U , ZC,k � ZC,Λ � 1 and VA,k � 0.

The spectrum crosses over from a quadratic dispersion

to a linear sound-like dispersion at a momentum scale

kh = ξ−1
h �

�
n̄U/t defined by n0,kλk � ZA,ktk2. ii) a

(non-perturbative) Goldstone regime k � kG where λk,

ZC,k ∼ k vanish with k → 0 and VA,k � V ∗
A takes a

finite value. This regime is dominated by phase fluctua-

tions, and characterized by the vanishing of the anoma-

lous self-energy Σan,k(q = 0) = λkn0,k ∼ k and the di-

vergence of the longitudinal propagator G�,k(q = 0) =

1/(2λkn0,k) [5]. A weakly-correlated superfluid is char-

acterized by kG/kh ∼ U/t � 1; although the Bogoliubov

theory breaks down at low energy, it applies to a large

part (kG � |q| � kh) of the spectrum where the disper-

sion is linear.

The suppression of ZC,k, together with the finite value

of VA,k, shows that the effective action Γk exhibits a “rel-

ativistic” invariance in the infrared limit k � kG [11].

This however does not imply the existence of a gapped

mode (as one could naively conclude), the gap of this

putative mode being outside the domain of validity

|q|, |ω|/c � k of the derivative expansion [Eq. (7)]. Re-

cent NPRG calculations beyond the derivative expan-

sion [12] have shown that the single-particle spectral

function (ω ≥ 0)

A(q,ω) =
cn0

4πt|q|δ(ω − c|q|) + C
Θ(ω − c|q|)�
ω2 − c2q2

(10)

(with C a constant) exhibits a continuum of excitations

besides the delta peak due to the sound mode. This con-

tinuum of excitations is a direct consequence of the singu-

larity of the longitudinal propagatorG�. While the sound

mode extends up to |q| ∼ kh, the continuum is observed

only at small momenta and energies, |q|, |ω|/c � kG, and
carries a small fraction of the total spectral weight. These

results are in complete agreement with those of Popov’s

hydrodynamic approach [5, 15].

As t/U decreases, the ratio kG/kh increases and even-

tually becomes of order one. In this strongly-correlated

superfluid phase, there is no Bogoliubov regime any more

(Fig. 2) and the condensate density n0 ≡ n0,k=0, as well

as the superfluid stiffness ρs ≡ ρs,k=0, is strongly sup-

pressed (Fig. 3). Remarkably, we find a sharp cross-over

between the weakly-correlated (kG � kh and n0 ∼ n̄)
and strongly-correlated (kG ∼ kh ∼ Λ and n0 � n̄) su-

perfluid phases, as seen by the sudden suppression of n0

and ρs and the concomitant rise of kG/kh when t/U de-

creases (Fig. 3). We can locate this crossover using the

criterion n0/n̄ ∼ 0.5. This defines a region of the phase

diagram near the Mott lobs where the superfluid phase

is strongly-correlated (Fig. 4).

It should be noted that there is no qualitative differ-
ence between the weakly- and strongly-correlated super-
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FIG. 2. (Color online) NPRG flows in the weakly-correlated

superfluid phase, t/U = 10 and kG � kh � Λ (top), and

the strongly-correlated superfluid phase, t/U � 0.062 and

kh ∼ kG ∼ Λ (bottom), for a density n̄ = 1. The insets show

ck, n0,k and ρs,k vs ln(Λ/k).

Superfluid phase. In the weak-coupling limit, we re-

cover the results of previous NPRG studies in continuum

models [11–13]. The strong-coupling RPA (the initial

condition of the RG flow) is equivalent to the Bogoli-

ubov approximation when U/t � 1 [9]. The condensate

density n0,k, the superfluid stiffness ρs,k or the Goldstone

mode velocity ck vary weakly with k and are well approx-

imated by their Bogoliubov estimates n0,Λ � n̄, ρs,Λ �
2tn̄ and cΛ � (2Utn̄)1/2 (Fig. 2). On the other hand,

from the strong variation of λk, ZC,k and VA,k with k, we

can distinguish two regimes separated by the characteris-

tic (Ginzburg) momentum scale kG = ξ−1
G ∼

�
n̄(U/t)3:

i) a (perturbative) Bogoliubov regime k � kG where

λk � λΛ � U , ZC,k � ZC,Λ � 1 and VA,k � 0.

The spectrum crosses over from a quadratic dispersion

to a linear sound-like dispersion at a momentum scale

kh = ξ−1
h �

�
n̄U/t defined by n0,kλk � ZA,ktk2. ii) a

(non-perturbative) Goldstone regime k � kG where λk,

ZC,k ∼ k vanish with k → 0 and VA,k � V ∗
A takes a

finite value. This regime is dominated by phase fluctua-

tions, and characterized by the vanishing of the anoma-

lous self-energy Σan,k(q = 0) = λkn0,k ∼ k and the di-

vergence of the longitudinal propagator G�,k(q = 0) =

1/(2λkn0,k) [5]. A weakly-correlated superfluid is char-

acterized by kG/kh ∼ U/t � 1; although the Bogoliubov

theory breaks down at low energy, it applies to a large

part (kG � |q| � kh) of the spectrum where the disper-

sion is linear.

The suppression of ZC,k, together with the finite value

of VA,k, shows that the effective action Γk exhibits a “rel-

ativistic” invariance in the infrared limit k � kG [11].

This however does not imply the existence of a gapped

mode (as one could naively conclude), the gap of this

putative mode being outside the domain of validity

|q|, |ω|/c � k of the derivative expansion [Eq. (7)]. Re-

cent NPRG calculations beyond the derivative expan-

sion [12] have shown that the single-particle spectral

function (ω ≥ 0)

A(q,ω) =
cn0

4πt|q|δ(ω − c|q|) + C
Θ(ω − c|q|)�
ω2 − c2q2

(10)

(with C a constant) exhibits a continuum of excitations

besides the delta peak due to the sound mode. This con-

tinuum of excitations is a direct consequence of the singu-

larity of the longitudinal propagatorG�. While the sound

mode extends up to |q| ∼ kh, the continuum is observed

only at small momenta and energies, |q|, |ω|/c � kG, and
carries a small fraction of the total spectral weight. These

results are in complete agreement with those of Popov’s

hydrodynamic approach [5, 15].

As t/U decreases, the ratio kG/kh increases and even-

tually becomes of order one. In this strongly-correlated

superfluid phase, there is no Bogoliubov regime any more

(Fig. 2) and the condensate density n0 ≡ n0,k=0, as well

as the superfluid stiffness ρs ≡ ρs,k=0, is strongly sup-

pressed (Fig. 3). Remarkably, we find a sharp cross-over

between the weakly-correlated (kG � kh and n0 ∼ n̄)
and strongly-correlated (kG ∼ kh ∼ Λ and n0 � n̄) su-

perfluid phases, as seen by the sudden suppression of n0

and ρs and the concomitant rise of kG/kh when t/U de-

creases (Fig. 3). We can locate this crossover using the

criterion n0/n̄ ∼ 0.5. This defines a region of the phase

diagram near the Mott lobs where the superfluid phase

is strongly-correlated (Fig. 4).

It should be noted that there is no qualitative differ-
ence between the weakly- and strongly-correlated super-

strongly correlated superfluid

inset: physical observables: speed of sound, superfluid fraction, condensate order parameter
main figure: running couplings from the truncation

IR IRUVUV

running quantities: 

• Remember: two scales in a superfluid (see weakly interacting bosons): use d=2 
and, at low quasimomenta,  

crossover from quadratic to linear (Bogoliubov) crossover from linear to Ginzburg regime

• strongly correlated superfluid: Absence of Bogoliubov regime

ph =
�
n̄(U/t)

2m ≈ 1/t

pnp ∼
�

n̄(U/t)3

ph =
�
n̄(U/t)
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Critical Behavior in the Bose-Hubbard ModelThe Tip of the Lobe: Bicritical Point

• We show that the change in universality class at the tip of the lobe is not an artifact of mean field theory
• The full effective action (including fluctuations) at low energies has a derivative expansion

Γ[ψ] =

ˆ

ψ∗[Z∂τ + Y ∂2
τ +m2 + ...]ψ + λ(ψ∗ψ)2 + ...

• At the phase transition, we have m2 = 0. At the tip of the lobe, we have additionally(vertical tangent)

∂m2

∂µ
= 0

• Using the invariance under temporally the local symmetryψ → ψeiθ(τ), µ → µ + i∂τθ(τ), we find the
Ward identity (q = (ω,q))

−∂m2

∂µ
= − ∂

∂µ

δ2Γ

δψ∗(q)δψ(q)

∣

∣

∣

ψ=0;q=0
=

∂

∂(iω)

δ2Γ

δψ∗(q)δψ(q)

∣

∣

∣

ψ=0;q=0
= Z

• Thus, there cannot be a linear time derivative ath the tip of the lobe, Z = 0. The leading frequency
dependence is quadratic

• We give a symmetry argument for a “bicritical” point with different dynamical exponent at the tip of the lobe

1.0

2.0

3.0

0.010
0.020

0.030
0.00.0

SF

M
I

M
I

M
I

moving in positive mu direction 
suppresses SF

µ/U

→ ∂m2

∂µ
> 0

moving in positive mu direction 
enhances SF

→ ∂m2

∂µ
< 0
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Bicritical Point from FRG

1.0

2.0

3.0

0.010 0.020 0.030
0.0
0.0

SF

MI

MI

MI

• As a consequence, we have the following critical behaviors
- At generic points on the phase boundary the dispersion 

is nonrelativistic

ω ∼ q2

ω ∼ |q|
- At the tip of the lobe, by symmetry the dispersion is relativistic

dynamical exponent

⇒ z = 1

⇒ z = 2

(A. Rancon & N. Dupuis, 
arxiv:1012.0166)

- the effective dimension obtains from the power counting: 

dcrit,+ = 4

deff = d+ z
- the upper critical dimension, where mean field behavior is expected, is  

- established in FRG analysis for d=2 from microscopic model:
- generic points: mean field like 

critical behavior (log corrections)
deff = 4

- tip of the lobe: critical behavior of O
(2) model in

deff = 3

η = 0.049
e.g. anomalous dimension

η = 0.038high precision estimate

FRG tip BH model

ν = 0.671
ν = 0.699
crit. exponent
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Attractive Lattice Bosons with 
Three-Body Constraint

0.0 0.5 1.0 1.5 2.0
8

6

4

2

0
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• Thus, in a bosonic analog of the crossover problem, there should be a quantum phase 
transition, reminiscent of an Ising transition, since (cf Radzihovsky& ʻ03; Stoof, Sachdev& ʻ03):

�b̂� �= 0, �b̂2� �= 0

�b̂� = 0, �b̂2� �= 0

�b̂� ∼ expiθ �b̂2� ∼ exp2iθ
➡ Spontaneous breaking of Z_2 symmetry                     of the DSF order parameterθ→ θ+π

- Conventional SF

- “Dimer SF”

Motivation
• Remember fermions: BCS-BEC crossover (not: quantum phase transition), since 

�ψ↑� = �ψ↓� = 0

�ψ↑ψ↓� �= 0

Pauli principle

pairing order

• This is different for bosons: two symmetry breaking patterns may occur

(akF)−10 Ising QPT?

• The phase transition should be seen upon increasing the boson attraction (molecule formation)
• Problem: attractive bosons are unstable towards collapse (they seek the solid ground state)
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Stabilizing Attractive Bosons 

• Problem: attractive bosons are unstable towards collapse (they seek the solid ground state)
• on the lattice, one could imagine a situation with two-body attraction but three-body repulsion:

• for 

U < 0 V > 0 V/|U | � 1

H = −J

�

�i,j�

b
†
i bj − µ

�

i

n̂i +
1
2U

�

i

n̂i(n̂i − 1) + 1
6V

�

i

n̂i(n̂i − 1)(n̂i − 2)

- attractive two-body forces
- three-body interaction acts as a constraint against three-fold and higher local occupation: 
stabilize against collapse

• There is a dissipative mechanism based on strong three-body loss which realizes such a three-body 
hardcore constraint
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!

|0�
|1�

|e�

J = |1��e|

An analogy: optical pumping

d
dt

ρ = −i[H, ρ] + L[ρ]

H =
Ω
2

(|0��e| + |e��0|) − ∆|e��e|

L[ρ] = Γ
�

JρJ† − 1
2
(J†Jρ + ρJ†J)

�

master equation in Lindblad form

with

Γ0→1
eff =

Ω2

4∆2 + Γ2
Γ

Γ0→1
eff ≈ Ω2

4∆2
Γ

Γ0→1
eff ≈ Ω2

Γ

pumping rate (for                  )Ω� Γ,∆

0 2 4 6 8 10 12 14 16 18 20
0

0.0025

0.005

0.0075

0.01

Γ/∆0 205 15

Γ0→1
eff

Zeno regime: system 
frozen in  |0�

•system “freezes” in |0>
•leading virtual process is effective small loss rate 0 -> 1 

Γ

Γ0→1
eff

large    :

A. Daley, J. Taylor, SD, P. Zoller ʼ09
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0 2 4 6 8 10 12 14 16 18 20
0

0.0025

0.005

0.0075

0.01

!

|0�
|1�

|e�

Analogy to Three-Body Loss

Γ3
J

2U

J

!

2U

Γ3

J

detuning
Rabi frequency

decay rate

onsite interaction energy
tunnel coupling

0 205 15Γ3/2U

three-body recombination rate

•system “freezes” in subspace with fewer 3 particles per site: 
3-body constraint

•stabilizes against particle loss: effective loss rate 

Γeff

Γeff

Γeff

Γeff ≈ J2

Γ3

Γeff ≈ J2/Γ3

➡  For                  , realization of a Bose-Hubbard-Hamiltonian with three-body 
hard-core constraint on time scales t < 1/Γeff

Γ3 � U, J
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Analyzing Constrained Lattice Bosons
•  There is a simple mean field theory (Gutzwiller factorization of the ground state wave function)
•  but it misses out physics at various length scales:

✓Tied to interactions 
✓Tied to the constraint

•How to go beyond?
•MFT is a classical field theory 
•Find a means to requantize this MFT: classical field theory -> quantum field theory

• exact mapping of the constrained Hamiltonian to a coupled boson theory with polynomial interactions
• the bosonic operators find natural interpretation in terms of “atoms” and “dimers”

microscopic thermodynamic long distance

n =
k3

F
3π2 ,T

kld � n1/3,T 1/2,ε1/2
MεM =− 1

Ma2

“atoms” “dimers”

➡ We have identified several quantitative and qualitative effects:

see appendix 

for details!

“projected” Bose-Hubbard 
Hamiltonian (with constraint)

bound state 
formation

shifts in the phase 
border

nature of the 
phase transition

(SD, M. Baranov. A. 
Daley, P. Zoller ʻ09,ʼ10)
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Beyond Mean Field Phase Diagram

kld � n1/3,T 1/2,ε1/2
Mn =

k3
F

3π2 ,TεM =− 1
Ma2

microscopic thermodynamic long distance

➡ Enhancement of symmetry from 
➡ Ising quantum critical point near half filling

• Qualitative effects of the constraint and interactions:

0.0 0.5 1.0 1.5 2.0
8

6

4

2

0

(similar fermions: 
S.C. Zhang ʼ93)

Phase diagram for attractive boson with three-body constraint

(SD, M. Baranov. A. 
Daley, P. Zoller ʻ09,ʼ10)
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Symmetry Enhancement in Strong Coupling

• Interpret EFT as a spin 1/2 model in external field:

➡ Isotropic Heisenberg model (half filling n=1):

• Emergent symmetry: SO(3) rotations vs. SO(2) sim U(1)

• Bicritical point with Neel vector order parameter

λ =
v
2t

= 1• Leading (second) order perturbation theory: 

CDW order

xy plane: superfluid order

• charge density wave and superfluid exactly degenerate

• CDW: Translation symmetry breaking

• DSF: Phase symmetry breaking

• physically distinct orders can be freely rotated into each other:  
“continuous supersolid”

➡ The symmetry enhancement is unique to the 3-body hardcore constraint 

with constraint

without constraint

• Perturbative limit U >> J: expect dimer hardcore model

111



!"# $ $"%

!

&

&

'()*
')+,

%! -! .!

%!

-!

!

$

!

%

!

$

%

%! -! .!

$!! $!$
$!

$!

&

&

()*/01
)+,/01

Signatures of  “continuous supersolid”

(1) Second collective (pseudo) Goldstone mode 

density profile: Onset of CDW DSF order in textured regions

(2) Use weak superlattice to rotate Neel order parameter

(3) Simulation of 1D experiment in a trap (t-DMRG)

• Proximity to bicritical point governs physics in strong coupling

ω(q) = tz
�
(λεq +1)(1− εq)

�1/2

gap

• Next (fourth) order perturbation theory: Superfluid preferred

Second (pseudo) Goldstone mode
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Signatures of  “continuous supersolid”

(1) Second collective (pseudo) Goldstone mode 

density profile: Onset of CDW DSF order in textured regions

(2) Use weak superlattice to rotate Neel order parameter

(3) Simulation of 1D experiment in a trap (t-DMRG)

• Proximity to bicritical point governs physics in strong coupling

ω(q) = tz
�
(λεq +1)(1− εq)

�1/2

gap

• Next (fourth) order perturbation theory: Superfluid preferred

Second (pseudo) Goldstone mode
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S[ϑ,φ] = SI[φ]+SG[ϑ]+Sint[ϑ,φ]

SI[φ] =
Z

∂µφ∂µφ+m2φ2 +λφ4

pure Ising action

pure Goldstone action

coupling term

➡ Interactions persist to arbitrary long wavelength (cf. decoupling spin waves)
➡         : Phase transition is driven first order by coupling of Ising and Goldstone mode

Ising potential landscape: 
Z_2 symmetry breaking

Frey, Balents; Radzihovsky&

Ising field: Real part of atomic field 

Infrared Limit: Nature of the Phase Transition

• Perform the continuum limit and integrate out massive modes:

Sint[ϑ,φ] = iκ
Z

∂τϑ φ2

κ �= 0

• Two near massless modes: Critical atomic field, dimer Goldstone mode
• Coleman-Weinberg phenomenon for coupled real fields: Radiatively induced first order PT
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coupling term

Ising Quantum Critical Point around n=1

00

|κ|

n
0 1 2

• Plot the Ising-Goldstone coupling:

Sint[ϑ,φ] = iκ
Z

∂τϑ φ2

➡ Second order quantum critical behavior is a lattice + constraint effect

• Symmetry argument: 
• analysis of limiting cases n -> 0, n -> 2 and continuity: dimer compressibility must have zero crossing
• Ward identies for time-local gauge invariance and atom-dimer phase locking

➡   must have zero crossing: true quantum critical Ising transition

decoupling

Γ �
Z

�x,τ
b†

2,i(−g2 µ)b2,i

κ

• Estimate correlation length:  

➡weakly first order, broad near critical domain
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Appendix: Quantum Field Theory for Locally 
Constrained Lattice Models
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Implementation of the Hard-Core Constraint

• Introduce operators to parameterize on-site Hilbert space 

t†
α,i|vac� = |α�, α = 0,1,2

• They are not independent: 

∑
α

t†
α,itα,i = 1

• Representation of Hubbard operators: 

a†
i =
√

2t†
2,it1,i + t†

1,it0,i

n̂i = 2t†
2,it2,i + t†

1,it1,i
|vac�

|0�

|1�
|2�

t†
1,it0,i

 Action of operators

a†
i
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Hkin =−J ∑
�i, j�

�
t
†
1,it0,it

†
0, j

t1, j +
√

2(t†
2,it1,it

†
0, j

t1, j + t
†
1,it0,it

†
1, j

t2, j)+2t
†
2,it

†
1, j

t1,it2, j

�

• Hamiltonian: 

Hpot =−µ∑
i

2t
†
2,it2,i + t

†
1,it1,i +U ∑

i

t
†
2,it2,i

• Mean field: Gutzwiller energy (classical theory)
• interaction: quadratic
• hopping: higher order 
• One phase is redundant: absorb via local gauge transformation

• Role of interaction and hopping reversed
• Strong coupling approach facilitated

Implementation of the Hard-Core Constraint

• Properties:

t1,i → exp−iϕ0,i t1,i, t2,i → exp−iϕ0,i t2,it1,i = expiϕ0,i |t0,i|

➡  e.g. t_0 can be chosen real 
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Implementation of the Hard-Core Constraint
• Resolve the relation between t-operators (zero density) (SD, M. Baranov, A. Daley, P. Zoller ʼ09, ʼ10)

t†
1,it0,i = t†

1,i

�
1− t†

1,it1,i− t†
2,it2,i → t†

1,i(1− t†
1,it1,i− t†

2,it2,i)

• justification: for projective operators one has from Taylor representation

X2 = X → f (X) = f (0)(1−X)+X f (1) X = 1− t†
1,it1,i− t†

2,it2,i

• Now we can interpret the remaining operators as standard bosons: 

Hi = {|n�1
i |m�2

i }, n,m = 0,1,2, ...

Hi = Pi⊕Ui

Pi = {|0�1
i |0�2

i , |1�1
i |0�2

i , |0�1
i |1�2

i }

• on-site bosonic space 

• decompose into physical/unphysical space:  

• the Hamiltonian is an involution on P and U:   

H = HPP +HUU

•remaining degrees of freedom: “atoms” and “dimers” 
➡ similarity to Hubbard-Stratonovich transformation  

|0�1
i

|1�1
i

|2�1
i

|2�2
i|1�2

i|0�2
i

“a
to

m
s”

   
“dimers”   

• correct bosonic enhancement factors on physical subspace  
√

n = 0,1
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• The partition sum does not mix U and P too:

Z = Tr exp−βH = TrPP exp−βHPP +TrUU exp−βHUU

Implementation of the Hard-Core Constraint

•Usually: Effective Action shares all symmetries of S
• Here: symmetry principles are supplemented with a constraint principle

• Legendre transform of the Free energy

• Need to discriminate contributions from U and P:  Work with Effective Action

Γ[χ] =−W [J]+
Z

JT χ, χ≡ δW [J]
δJ

• Has functional integral representation: 

W [J] = logZ[J]

 Quantum Equation of Motion for J=0

S[χ = (t1, t2)] =
Z

dτ
�
∑

i

t
†
1,i∂τt1,i + t

†
2,i∂τt2,i +H[t1, t2]

�

exp−Γ[χ] =
Z

Dδχexp−S[χ+δχ]+
Z

JT δχ, J =
δΓ[χ]

χ

120



Condensation and Thermodynamics
• Physical vacuum is continuously connected to the finite density case: 
   Introduce new, expectationless operators by (complex) Euler rotation

�b = Rθ Rϕ�t

�t = (t0, t1, t2)T

• Hamiltonian in new coordinates takes form:

H = EGW +HSW +Hint

Mean field: Gutzwiller Energy

Quadratic part: Spin waves (Goldstone for n > 0)

higher order: interactions

microscopic thermodynamic long distance

interactions interactions
condensation

interactions
condensation
spin waves
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The requantized Gutzwiller model

Hkin =−J ∑
�i, j�

�
t
†
1,i(1−n1,i−n2,i)(1−n1, j −n2, j)t1, j +

√
2(t†

2,it1,i(1−n1, j −n2, j)t1, j + t
†
1,i(1−n1,i−n2,i)t†

1, j
t2, j)+2t

†
2,it2, jt

†
1, j

t1,i

�

Hkin =−J ∑
�i, j�

�
t
†
1,it1, j +

√
2(t†

2,it1,it1, j + t
†
1,it

†
1, j

t2, j)
�

• Hamiltonian to cubic order is of Feshbach type: 

Hpot = ∑
i

(U−2µ)n2,i−µn1,i

 detuning from atom level 

 (bilocal) dimer splitting into atoms

 Dimer energy 

 two separate atomʼs energy 

• quadratic part: 

• leading interaction:

         detuning 

here: detuning 

• Compare to standard Feshbach models:

∼ 1/U

∼U

  
➡ we can expect resonant (strong coupling) phenomenology at weak coupling
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Vacuum Problems

• The physics at n=0 and n=2 are closely connected: 
• “vacuum”: no spontaneous symmetry breaking
• low lying excitations:

• n=0: atoms and dimers on the physical vacuum
• n=2: holes and di-holes on the fully packed lattice

n=2

n=0

dimer excitation

di-hole excitation

+G  (K) = -1
d

 = +

• Two-body problems can be solved exactly

 red
 blue

Eb/Jz

−U

• Bound state formation:

➡ reproduces Schrödinger Equation: benchmark
➡ Square root expansion of constraint fails

➡ di-hole-bound state formation at finite U in 2D
0 1 2 3 4 5 6

�4

�3

�2

�1

0
n = 0 n = 2Eb/Jz

U/Jz

d = 2
d = 3

1

an|Ũ |+ bn
=

�
ddq

(2π)d
1

−Ẽb + cn/d
�

λ(1− cosqeλ)

n = 0 : a0 = 1, b0 = 0, c0 = 2

n = 2 : a2 = 4, b2 = −6 + 3Ẽb c2 = 4
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